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Abstract: The scientific literature contains a wide variety of data, including language, citations, and images of figures
and tables. The Transformer model, released in 2017, was initially used in natural language processing but has
since been widely used in various fields, including image processing and network science. Many Transformer
models trained with an extensive data set are available, and we can apply small new data to the models for our
focused tasks. However, classification and regression studies for scholarly data have been conducted primarily
by using each data set individually and combining the extracted features, with insufficient consideration given
to the interactions among the data. In this paper, we propose an end2end fusion method for linguistic and
citation information in scholarly literature data using the Transformer model. The proposed method shows the
potential to efficiently improve the accuracy of various classifications and predictions by end2end fusion of
various data in the scholarly literature. Using a dataset from the Web of Science, we classified papers with the
top 20% citation counts three years after publication. The results show that the proposed method improves the
F-value by 2.65 to 6.08 percentage points compared to using only particular information.

1 INTRODUCTION

The early detection of promising research is vital to
identify research worthy of investment. Additionally,
to the increasing number of digital publications in the
scholarly literature and the fragmentation of research,
there is a need to develop techniques to predict fu-
ture research trends automatically. Previous studies
on impact prediction of scholarly literature have used
features specifically designed for each indicator(Ayaz
et al., 2018; Miró et al., 2017; Schreiber, 2013; Acuna
et al., 2012; Bai et al., 2019; Sasaki et al., 2016;
Stegehuis et al., 2015; Cao et al., 2016) or a link pre-
diction using custom networks(Yan and Guns, 2014;
Park and Yoon, 2018; Yi et al., 2018).

However, recent advances in deep learning tech-
nology have facilitated integrating different individual
models and constructing more general-purpose mod-
els, such as the Transformer model(Vaswani et al.,
2017). The Transformer model, released in 2017, was
initially used in natural language processing(Devlin
et al., 2019) but has since been widely used in var-
ious fields, including image processing(Dosovitskiy

a https://orcid.org/0000-0002-6661-6735

et al., 2021) and network science(Zhang et al., 2020).
This model has several advantages, including publish-
ing trained models with large datasets and fine-tuning
by applying new data to individual tasks.

Against this backdrop, the impact of the academic
literature has been evaluated either by creating indi-
vidual features or by formulating the problem as a
network link prediction problem. However, the rise
of general-purpose models such as the Transformer
can transform this situation.

Scholarly literature contains various data, includ-
ing language, citations, and images of figures and ta-
bles. Several studies have pointed out that network in-
formation, rather than linguistic information, may be
necessary for predicting the impact of scholarly liter-
ature(Sasaki et al., 2016; Ochi et al., 2021). In partic-
ular, Ochi et al. report that citation networks may be
more biased than linguistic information in the embed-
ding space of papers with future high citations(Ochi
et al., 2021). This result indicates the need to de-
velop a more advanced model than the BERT model
using only linguistic information in the academic lit-
erature, such as the SPECTOR model(Cohan et al.,
2020), with the top-cited papers as teacher data.
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In this paper, we propose an end2end fusion
method of linguistic and citation information in schol-
arly literature data using the Transformer model. Us-
ing a dataset extracted from the Web of Science, we
evaluated the proposed method for classifying papers
with the top 20% of citations three years after publi-
cation. We found that the proposed method improved
the F-value by 2.65 to 6.08 points compared to us-
ing only individual information. This method makes
it possible to fuse diverse data from the scholarly lit-
erature into end2end. Experimental results also show
the possibility of efficiently improving the accuracy of
various classifications and predictions. Our proposed
method is threefold.

• We developed an end2end model that fuses lin-
guistic features and a citation network of scholarly
literature data.

• The proposed model automatically selects when
citation network information is valid and when
linguistic information is valid.

• The proposed model improves the classification
accuracy of the papers with the highest number of
citations after five years.
The remainder of this article will first introduce

the related work in Section 2. At this point, we de-
scribe the context of prediction of scholarly impact
and clarify the needs of the end2end model, which
fuses linguistic and citation information. Section 3
describes our proposed model, including its architec-
ture. Section 4 reveals the experiment in detail. A
discussion of the results appears in Section 5. Finally,
Section 6 emphasizes the scientific contribution of the
work and notes several challenges we can address in
the future.

2 RELATED WORK

In this section, we contextualize the Transformer
model, describe its application and extension to schol-
arly literature data, and then describe the research
conducted on the index, the influence of scholarly lit-
erature, its predictions, and challenges, and clarify the
position of this study.

2.1 Transformer Model for Scholarly
Data

The Transformer model(Vaswani et al., 2017), one of
the Encoder-Decoder models using Attention, is ca-
pable of large-scale learning due to its slight compu-
tational complexity and parallel computing capabil-
ity. The Transformer model was quickly put to use

when the BERT model(Devlin et al., 2019) showed
the highest accuracy on the GLUE dataset(Wang
et al., 2018), a multi-task accuracy competition for
natural language processing. Since then, its use
has expanded in diverse fields, such as image pro-
cessing(Dosovitskiy et al., 2021) and network sci-
ence(Zhang et al., 2020).

The application of the Transformer model to
scholarly literature data is also underway. The first
is the SciBERT model(Beltagy et al., 2019), which
is based on the BERT model and trained on text
data from academic literature. SciBERT focuses on
generic Embedding acquisition for academic liter-
ature at the word level. However, the SPECTER
model(Cohan et al., 2020) attempts to obtain Embed-
ding at the paper level rather than at the word level.
The SPECTER model acquires Embedding at the pa-
per level by making the papers that have a citation
relationship with each other a pair of positive exam-
ples.

2.2 The Influence of Scholarly
Literature

However, scholarly literature contains not only text
but also various types of information such as citations,
figures, tables, authors, and institutional affiliations.
Researchers used this information to index the influ-
ence of academic literature, for example, the number
of citations, h-index for authors(Hirsch, 2005), Jour-
nal Impact Factor (JIF) for journals(Garfield and Sher,
1963), and Nature Index (NI) for research institutions.
Many studies have predicted future h-index values
(Ayaz et al., 2018; Miró et al., 2017; Schreiber, 2013;
Acuna et al., 2012). Acuna et al. calculated an equa-
tion for predicting the h-index. They showed that five
main parameters are fundamentally crucial for predic-
tion (Acuna et al., 2012): the number of publications,
the current h-index value, the number of years since
the first publication, the number of types of journals
published to date, and the number of papers in top
journals.

There are some studies to predict the number of
future citations of papers(Bai et al., 2019; Sasaki
et al., 2016; Stegehuis et al., 2015; Cao et al., 2016).
Among them, Stegehuis et al. and Cao et al. predict
the number of citations in the far future, considering
the number of citations during 1–3 years after pub-
lication. In contrast, Sasaki et al. predict the num-
ber of citations after three years from publication di-
rectly(Sasaki et al., 2016). The task evaluated in this
study also predicts the number of citations three years
after publication, just as Sasaki et al. did. Previous
efforts to predict indicators have created various fea-
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tures and used them as input to the model.
There are attempts to predict the impact of schol-

arly literature more directly as a link prediction prob-
lem by creating a custom network. Yan et al. eval-
uated the impact of academic literature by creating a
co-author network of countries, institutions, and au-
thors and predicting their link relationships(Yan and
Guns, 2014). They showed that predicting author
coauthorship was more difficult than predicting coun-
try or institution coauthorship. Park et al. created a
citation network of patent information between the
two fields and developed a model to predict future
trends in the number of citations across fields(Park
and Yoon, 2018). They used it to predict increas-
ing trends in linkages between the biotechnology field
and the information technology field, showing that
technological convergence is underway. Yi et al. con-
structed a bipartite graph, author, and keywords from
the scholarly literature data(Yi et al., 2018). With this,
they developed a model to predict future changes in
author interest. By evaluating the model as a link pre-
diction problem between authors and keywords, they
show that it can predict future changes in each au-
thor’s interest-based on past trends in authors’ key-
words. Thus, the direct use of network information
effectively predicts the influence of academic litera-
ture.

However, studies that used each data separately
or combined the extracted features for classification
or regression did not adequately consider the interac-
tions among the data. It is also a challenge to make
a more active use of citation information rather than
simply using it as teacher data, as in the SPECTER
model. In particular, it is vital to build end2end mod-
els that fuse various academic literature data to build
more general-purpose models. As a first step, this pa-
per proposes an end2end fusion method of linguistic
and citation information in academic literature data
using the Transformer model.

3 PROPOSED METHOD

We plan to build a model that can learn end2end
by fusing linguistic and citation information among
the diverse data possessed by the academic literature.
However, is it necessary to fuse multiple pieces of
information to predict the impact of academic liter-
ature? If a model can fully understand the text of a
paper, is it sufficient to predict the impact of that pa-
per? This section shows that citation information may
be more important than a paper’s content in predict-
ing its impact. That is, we require a model that ac-
tively incorporates citation information. We propose

a model that can be trained end2end by fusing linguis-
tic and citation information.

3.1 Linguistic or Citation Information?

Is it necessary to fuse language and citation informa-
tion to predict the impact of academic literature? Is it
impossible to predict the scholarly literature’s impact
if the model accurately understands the linguistic con-
tent? Several studies have provided rebuttal evidence
to this question. Sasaki et al. constructed a linear
model to predict the number of citations and reported
that the features associated with the citation network
are important(Sasaki et al., 2016). Ochi et al. used a
network embedding and a language model to exam-
ine how methods to place the top-cited papers in the
embedding space(Ochi et al., 2021). The results are
so impressive that we show them in Figure 1.

In Figure 1, the colour-coding indicates the result
of clustering. The red plots sparsely shown with the
titles of the papers are the top-cited papers. Com-
paring the visualization results of a language model
(Sentence-BERT(Reimers and Gurevych, 2019)) and
a network embedding (SEAL(Bowman et al., 2015)),
we can observe that the top-cited papers are more con-
centrated in a network embedding model. The en-
tropy of the top-cited papers is 2.900 for the Sentence-
BERT model, while it is 1.742 for SEAL. In other
words, the top-cited papers have a bias at the SEAL
model more than the Sentence-BERT model by 1.1
points in terms of the number of papers with the high-
est citations.

Thus, several studies have reported that, in some
cases, citation information is more effective than lin-
guistic information in predicting the impact of aca-
demic literature. In other words, the model for pre-
dicting the impact of academic literature requires the
active use of citation information.

3.2 Fusion Transformer Model of
Linguistic and Citation Information

This study constructs a model that can learn end2end
by fusing linguistic and citation information from var-
ious academic literature data. Therefore, as shown in
Figure 2, we propose the method. The method uses
a multilayer perceptron layer (MLP) to fuse the net-
work and the Transformer model for language pro-
cessing to learn future top-cited papers classification
problems. We use Graph-BERT(Zhang et al., 2020)
as the Transformer for citation network information
and Sci-BERT(Beltagy et al., 2019) as the Trans-
former for linguistic information. In the previous
section 3.1, we found a significant bias between the
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Sentence-BERT SEAL

Figure 1: Visualization results of the acquired distributed representation(Ochi et al., 2021). Color coding is the result of the
K-means method.

BERT model based on linguistic information and the
Embedding model based on networks about the dis-
tribution of the papers with the highest number of fu-
ture citations. Therefore, we considered that only one
of the two types of information might be helpful for
classification, so we used a parallel model for both
rather than a multilayered model in which the output
of SciBERT is input to Graph-BERT. We expect to af-
fect, depending on the classification problem, the in-
formation via SciBERT is more critical when the lin-
guistic information is valid, and the information via
Graph-BERT is more important when the network in-
formation is valid. By fusing citation information, we
can apply our model even when not all nodes in the
network have language information.

In Figure 2, we first select a target paper. The
target papers are randomly sampled nodes from the
citation network. The proposed method learns and
predicts a classification task to determine whether
the target papers will likely be the top-cited pa-
pers in the future. First, we input three features
into the Graph-BERT part. Personalized PageRank
(PPR)(Page et al., 1999), Weisfeiler-Lehman Embed-
ding(Niepert et al., 2016), and Hop Distance. Per-
sonalized PageRank is a personalized PageRank that
computes the PageRank score customized for the tar-
get node for all nodes in the network. We order the
nodes in decreasing order of PPR value, like a se-
quence of tokenized words in BERT. We compute
Weisfeiller-Lehman Embeddings and input them as
features for the aligned nodes. The Hop Distance is
the shortest path length in the network from the target
node and is input as a feature of the aligned nodes.
Next, in Figure 2, we input two pieces of information
to Pre-trained SciBERT: the title and abstract of the
target paper. We tokenized each and input them as a

series of words, as in BERT.
We only use the [CLS] token, the classification to-

ken prefixed at the input of BERT, in the output of
Graph-BERT and Pretrained SciBERT. This token al-
lows for efficient training of the classification task. Fi-
nally, through the MLP layer, we combine the three
[CLS] tokens to learn and predict the classification
task of whether the target papers are probably the top-
cited papers in the future.

4 EXPERIMENT

This section describes the experiments conducted to
evaluate our proposed method. First, we describe the
seven small datasets of scientific and technical litera-
ture we have prepared for our experiments. Next, we
train and evaluate our proposed model using a cita-
tion classification task. For this purpose, we describe
the methods we compare and detail the learning and
evaluation conditions.

4.1 Scientific Literature Dataset

The data used are seven small datasets extracted
from the Web of Science1 with specific queries. All
datasets were for articles published up to 2013. We
present an overview of each dataset we extracted in
Table 1. The dataset name indicates the representa-
tive query in each dataset. In the table, “Num. Arti-
cles” indicates the number of articles retrieved in Web
of Science by the query. Each dataset uses abstract
information as linguistic information and citation in-
formation as network information. In the table, from

1Web of Science https://www.webofknowledge.com
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Figure 2: Proposed Method.

“Num. Nodes” to “Gini coef. of Degree Dist.” rep-
resent the characteristics of network information and
from “Num. Abstracts” to “Word Perplexity” repre-
sent the characteristics of linguistic information. In
particular, the “Num. Nodes” indicates the number of
papers in the network, including papers appearing in
the citation information. In contrast, the “Num. Ab-
stracts” is small, indicating that abstract information
does not exist in all nodes (papers) in the network.

4.2 Classification Problem Setup and
Conditions

We consider positive cases as those papers published
in 2013 from the dataset extracted in the previous sec-
tion that is in the top 20% of citations after five years
and negative cases as those that are not. We also ran-
domly selected 70% of the papers in our dataset for
training and the remainder for evaluation. The train-
ing was 50 Epochs, and we calculated Precision, Re-
call, and F-value as the classification results of the
evaluated data in the trained model. We selected three
methods for comparison: Graph-BERT only, SciB-
ERT only, and the proposed method. We chose only
Graph-BERT, SciBERT, and the proposed method for
comparison because Graph-BERT and SciBERT are
elements of the proposed method, and the proposed

method is a combined model of the two. We also used
one MLP layer and softmax for the classification out-
put. We used publicly available pretrained SciBERT
models2 and performed fine-tuning on each dataset.

5 RESULT AND DISCUSSION

We show the Precision, Recall, and F-value results
of the classification for each dataset in the table2.
“Graph-BERT”, “SciBERT” and “Proposed Method”
in the table represent each method. The “Bold Char-
acters” in the result values represents the method with
the best result for each dataset and evaluation index.
The bottom “Average” represents the simple average
of the results per dataset and evaluation index for each
method.

First, the “Average” result, which is the average
of all F-values, is 0.8349 for the proposed method,
0.8084 for Graph-BERT, and 0.7741 for SciBERT. In
other words, the proposed method improves the clas-
sification results by 2.65 points over Graph-BERT and
6.08 points over SciBERT. However, when we check
the results for each dataset, we find that the proposed
method only performs best on the “blackhole” and

2SciBERT: https://github.com/allenai/scibert
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Table 1: Network and linguistic features for each dataset.

Dataset blackhole distributed- fixed-point rats rock-mechanics taphonomy thermoelasticitysource-coding
Num. Articles 1,140 437 3,144 21,226 5,336 3,565 2,184
Num. Nodes 25,211 5,584 32,137 358,035 96,416 140,363 29,776
Num. Edges 50,084 7,586 74,688 613,214 126,961 184,053 45,203
Network Density (%) 0.01576 0.048666 0.014464 0.000957 0.002732 0.001868 0.010197
Avg. Degree 3.973186 2.717049 4.6481 3.425442 2.633609 2.622529 3.036204
Gini Coeff. of 0.698579 0.592869 0.720047 0.655135 0.586103 0.601066 0.628169Degree Dist.
Num. Abstracts 1,097 415 3,009 11,448 4,427 2,617 1,547
Word Perplexity 313.375 110.785 176.444 2341.381 1450.808 1489.115 273.999

“rock-mechanics” datasets. SciBERT shows the best
results on the other datasets. In contrast, the Graph-
BERT model performs best on the other datasets, and
SciBERT performs best on the “blackhole” dataset.
However, none of the data showed inferior results for
the proposed method, and as per the model of the pro-
posed method, we observed a tendency for Graph-
BERT to give good results and for SciBERT to give
close to good results.

What characteristics of the datasets influence the
difference in the models that show promising results
for each dataset? To clarify this point, we calculated
the correlation coefficients between the classification
results of the F-values of each dataset (Table 2) and
the features of the dataset (Table 1). We show the re-
sults in Table 3. The “Feature” column in the table in-
dicates features. Values in “Bold Characters” in the
table indicate relatively strong correlations with abso-
lute correlation coefficients of 0.6 or more. According
to the results, there were no items with a significant
correlation between Graph-BERT and the feature set
used in this study. However, SciBERT showed that
the lower the “network density”, the better the classi-
fication results. This result means that Graph-BERT
is impractical when the network density is extremely
low, and SciBERT improves the results by predicting
only the abstract information. Additionally, the larger
the “Avg. Degree” and “Gini Coeff. of Degree Dist.”,
the more significant the correlation with SciBert. The
classification problem used in this study was to clas-
sify whether the papers published in 2013 would have
the highest number of citations by 2018, using pa-
pers published up to 2013. In other words, the papers
with the highest order were not papers published in
2013 but papers published before that date. Hence,
the information that Graph-BERT collects from pa-
pers published in 2013 is not the papers cited by the
cited papers but those papers cited by the correspond-
ing papers. Therefore, Graph-BERT does not work
well, and SciBERT tends to give better results.

6 CONCLUSION

In this paper, we propose a model that fuses linguis-
tic and citation information of academic literature us-
ing the Transformer model. The proposed model was
trained and evaluated on seven datasets extracted from
the Web of Science and showed an average improve-
ment in F-values of 2.65 points over the Graph-BERT
model alone and 6.08 points over the Scibert model
alone. However, some results for individual datasets
showed that the single model performed better, indi-
cating that, in many cases, the proposed method tends
to produce results comparable to those of the single
model that performed better. Correlation analysis of
the relationship between the dataset and each model’s
F-value and dataset features shows a significant neg-
ative correlation between network density and SciB-
ERT results. This result indicates that Graph-BERT
does not work well when the network information is
very sparse and that prediction by linguistic informa-
tion works well.

In any case, our proposed model improves the
classification accuracy of the papers with the highest
number of citations after five years. Therefore, the
proposed model automatically selects when citation
network information is valid and when linguistic in-
formation is valid. We conclude that we developed
an end2end model that fuses linguistic features and a
citation network of scholarly literature data.

However, our proposed method has some limita-
tions. We could not sufficiently clarify whether net-
work or linguistic information is more effective for
future top-cited papers classification with the correla-
tion analysis. Therefore, we cannot say that the inter-
action between linguistic information and the citation
network is sufficiently compelling. Additionally, the
dataset applied in this study is relatively small. It is
necessary to verify whether this method is effective
for larger datasets. In the future, we would like to in-
crease the number of features, analyze the conditions
under which the model works effectively and present
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Table 2: Classification Results.

Dataset Graph-BERT SciBERT Proposed Method
Precision Recall F-value Precision Recall F-value Precision Recall F-value

blackhole 0.8065 0.5435 0.6494 0.8333 0.9783 0.9000 0.8364 1.0000 0.9109
distributed- 0.7143 1.0000 0.8333 0.6667 0.4000 0.5000 0.7143 1.0000 0.8333source-coding
fixed-point 0.9383 0.9870 0.9620 0.9615 0.974 0.9677 0.9583 0.8961 0.9262
rats 0.8745 0.9806 0.9245 0.9112 0.7737 0.8368 0.8792 0.9562 0.9161
rock-mechanics 0.6512 0.7568 0.7000 0.6327 0.8378 0.7209 0.6271 1.0000 0.7708
taphonomy 0.6727 0.8043 0.7327 0.7115 0.8222 0.7629 0.6727 0.8222 0.7400
thermoelasticity 0.7660 0.973 0.8571 0.8846 0.6216 0.7302 0.7368 0.7568 0.7467
Average 0.7748 0.8636 0.8084 0.8002 0.7725 0.7741 0.7750 0.9188 0.8349

Table 3: The results of comparing the correlation coefficients between the F value of the classification result and each feature
for each dataset.

Method
Feature Graph-BERT SciBERT Proposed Method
log(Num.Nodes) 0.0421 0.4282 -0.0344
log(Num.Edges) 0.1049 0.5595 0.1012
NetworkDensity(%) 0.0933 -0.6028 0.1528
Avg. Degree 0.3860 0.8082 0.8158
GiniCoe f f .o f DegreeDist. 0.3153 0.8434 0.8029
log(Num.Abstracts) 0.2715 0.5307 0.1552
Num.Abstracts/Num.Nodes 0.5127 0.0138 0.3992
WordPerplexity 0.0080 0.1060 -0.0647

the results more objectively by increasing datasets.
Additionally, we would also like to evaluate the in-
tegration of methods such as ViT(Dosovitskiy et al.,
2021) since there is information on figures and tables
in the academic literature data. Also, since our model
is a combination of the Transformer model, scalabil-
ity is expected. We wanted to test the effectiveness
of the proposed method on a larger dataset. Since the
proposed model is an end2end model, we can quickly
increase the number of tasks. We want to test the ef-
fectiveness of the proposed method not only in the ci-
tation count classification but also for multiple tasks.
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