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Abstract: The influence of major infectious diseases to the grain yield of the province was investigated by establishing 
a new prediction method based on ε-support vector regression(ε-SVR). the train model was built from 
historical data, including the grain yield of Beijing, Tianjing etc affected by SARS-CoV in 2003, Guangzhou 
in 1961 affected by cholera, Xinjiang in 1986 affected by Hepatitis E. It is proved that γ in radial basis kernel 
function is 0.01, penalty coefficient C is 1.0e + 7, loss function P is 10, the average relative error of model 
fitting is 1.96%, and the decisive coefficient is 0.99. We predict the production data of Gansu, Shanxi and 
Guangdong affected by SARS in 2003 and that of Guangdong affected by break-bone fever in 1978.The 
average relative error was 3.27%. However, after removing the two factors of the proportion of the infected 
population and the proportion of dead population, the model was built again. The average relative error of 
model fitting was 1.97%, and the average relative error of prediction was 3.31%. It shows that the major 
infectious diseases only have a small impact on grain yield. This model provides a new method for regional 
grain yield prediction and national macro-control in the short term. 

1 INTRODUCTION 

At the beginning of 2020, the global outbreak of 
COVID-19 caused the spread of the virus and the 
number of infected people. Due to its robust 
infection, the global multi national declaration issued 
in early April to stop grain exports to ensure its food 
supply. Under the epidemic situation, accurate 
prediction of the current year's grain output can help 
countries and regions better grasp the development 
trend of agricultural ecology, preserve the basic 
requirements of people's life, and even stabilize the 
people's hearts. Therefore, under the current 
situation, the analysis of the relationship between the 
epidemic situation and the current year's grain output 
has become an urgent questioned relating to people's 
livelihood. Although there are many grain prediction 
methods in the market, such as Nerlove model, 
system dynamics model, IPSO-BP model, time series 
model, there are still few studies on regional grain 
yield prediction under large-scale infectious diseases, 
and lack of theoretical basis for the government to 
provide grain macro-control. 

In recent years, with the development of artificial 
intelligence and machine learning technology, SVM, 

an algorithm with strong generalization ability and 
wide applicability, has been widely used in the fields 
of agricultural production prediction, classification 
and image recognition, such as drip irrigation emitter 
flow prediction, identification of corn, soybean and 
rice, modern Agrometeorological analysis, research 
on irrigated cultivated land, research on topographic 
data of tea garden, and the final solution of SVM is 
convex quadratic programming problem, which is 
superior to neural network in dealing with local 
extreme value. In this research project, due to the 
differences of epidemic viruses, there are some 
characteristics, such as more serious outbreaks in 
individual regions and mild outbreaks in individual 
regions. SVM algorithm is easier to get the global 
optimal solution. The traditional SVM algorithm is 
only limited to binary classification, ε- SVR is an 
algorithm that can expand the regression problem on 
the basis of traditional binary classification. 
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2 THEORETICAL BASIS 

2.1 SVR and Its Kernel Function 

As a binary classification model (non-zero is 1), SVM 
is based on the linear classifier with the largest 
interval in the feature space. In order to make SVM 
use of continuous values as regression prediction, the 
SVR model is proposed after optimization by 
multiple classification iterations. The existing SVR 
models can be divided into the following categories: 

Linear kernel function 

i
t

i xxxxK ⋅=),(              (1) 
Multiform kernel function 
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Where q is the order of polynomials, the resulting 
classifier is a polynomial of order Q. 

(3) Radial basis function (RBF) 
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The feature of radial basis function (RBF) 

classifier is that the center of each basis function 
corresponds to a support vector, and the output 
weights are automatically determined by the 
algorithm. The inner product function is similar to the 
neural center characteristics of human brain, and 
different S-parameter values have different 
classification surfaces. 

(4) S-shaped kernel function 
])(tanh[),( cxxvxxK ii +⋅=    (4) 

The kernel function consists of a multilayer 
perceptron network with a hidden layer. The weights 
of the network and the number of nodes in the hidden 
layer are automatically determined by the algorithm, 
and there is no problem of local minima bothering the 
neural network. 

Christopher J.C. Burges has experimented and 
compared linear kernel function, polynomial kernel 
function and radial basis function, and different 
kernel functions have their own advantages and 
disadvantages for different databases. There are also 
studies based on UCI benchmark database data 
analysis, which show that the performance of radial 
basis function is slightly better. 

In this paper, the radial basis function (RBF) is 
determined to be the best kernel function of the 
model. 

2.2 Important Parameters in Kernel 
Function γ, C, P 

γ: Set up kernel function γ Value of, with γ The results 
show that the test set has a bad effect on classification 
and good training classification effect. It is easy to 
generalize the error of fit, generally 0.01. 

C: Penalty factor C represents how much you 
value outliers, the greater C values, the less you want 
to lose them. When the value of C is large, the 
punishment for error classification increases, while 
the punishment for error classification decreases 
when the value of C is high. When C is larger and 
approaches infinity, it means that the classification 
error is not allowed and it is easy to over fit; when C 
tends to 0, we are no longer concerned about whether 
the classification is correct and is easy to be 
undefeated. In this study, the effect of large-scale 
infectious diseases can not be ignored because of the 
small sample, so the value of C is larger, when the 
value is 1.0e+7, the fitting degree of the model 
prediction value and original value is the highest. 

P represents the parameter B in the loss function 
of SVM. The loss function in SVM is defined as the 
sum of hinge loss function and a regularization term. 

3 GRAIN YIELD PREDICTION 
MODEL 

3.1 Training Sample 

In this paper, the data of grain output of 21 provinces 
including Beijing, Tianjin, Hebei, Shanxi and Inner 
Mongolia during the SARS epidemic in 2003, 
Guangdong Province during the cholera epidemic in 
1961 and Xinjiang Province during the hepatitis E 
epidemic in 1986 were selected as training samples. 
Among them, the number of SARS virus infected in 
Beijing was 2434 in 2003, the number of cholera 
infected in Guangdong Province was 4319 in 1961, 
and the number of hepatitis E infected in Xinjiang 
was 119280 in 1986. The absolute number of 
infectious diseases was large, which can enhance the 
wide applicability of the model. 

3.2 Forecast Sample 

In this paper, the data of grain output in Guangdong, 
Shaanxi and Gansu during the SARS epidemic in 
2003 and the data of grain output in Guangdong 
during the dengue epidemic in 1978 were selected as 
the prediction samples. 
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4 DATA PREPROCESSING AND 
METHOD ANALYSIS 

4.1 Data Preprocessing 

According to the existing research, for the machine 
learning method to study the influencing factors of 
grain yield, the main factors are the sowing area of 
grain crops, the amount of chemical fertilizer, the 
effective irrigation area of grain crops and so on. 
Considering that the main purpose of this paper is to 
study the prediction of grain yield under the epidemic 
situation, the factors of epidemic degree, the number 
of local farmers (number of rural employees) and the 
change trend are added. In recent years, the 
development trend of grain yield can cover other 
secondary factors such as fertilizer application. 

To sum up, the main factors are finally classified 
into the following four categories: 1) epidemic 

impact: because of the differences in the population 
of each province, it can not accurately explain the 
severity of the epidemic simply by the two 
dimensions of infected population and dead 
population, so the proportion of infected population 
and dead population in the total population at the end 
of the year is selected as the index of the severity of 
the epidemic; 2) In recent years, the grain sown area 
has changed according to the policy, and the impact 
on grain yield is also very intuitive and obvious; 3) 
Agricultural population: the "rural employed 
population" is used to replace the "rural employed 
population". The rural employed population in recent 
five years can better represent the change trend of 
agricultural population; 4) The local grain output of 
the previous year can be used as one of the most direct 
basis for the prediction of the grain output of that 
year. In order to better reflect the trend of grain output 
change, the local grain output data in recent four 
years are selected. 

Table 1: Training sample data. 

SN Province Year Infectious 
disease 

Proportion of 
infected 
persons 

Proportion of 
deaths 

Grain yield in 
the n-4 year 
(10000 tons) 

Grain yield 
of the year 

(10000 tons) 

1 Beijing 2003 SARS 1.67E-04 1.01E-05 201.0  58.0  
2 Tianjin 2003 SARS 1.74E-05 1.19E-06 174.9  119.3  
3 Hebei 2003 SARS 3.10E-06 1.48E-07 2746.3  2387.8  
4 Shanxi 2003 SARS 1.34E-05 6.04E-07 821.7  958.9  
5 Neimenggu 2003 SARS 1.21E-05 1.05E-06 1428.5  1360.7  
… …… … … … … … … 
21 Ningxia 2003 SARS 1.03E-06 1.72E-07 293.3  270.2  
22 Guangdong 1961 cholera 1.07E-04 1.06E-05 1230.0  990.5  
23 Xinjiang 1986 Hepatitis E 1.68E-02 9.93E-05 407.5  547.7  

4.2 Method Analysis 

After experiments, the kernel function is analyzed γ 
Make adjustments when γ= 01, the average relative 
error of training sample is about 2% γ> The average 
relative error of the training samples is still about 2%, 
but the average relative error of the prediction 
samples increases obviously γ< 01 and continued to 
decrease, the average relative error of training 
samples gradually increased, indicating that the 
fitting degree decreased. 

When C < 1.0E+5, the average relative error of 
training sample is about 5%, and the smaller C is, the 
lower fitting degree is. When C > 1.0E+5 and 
gradually increases, the average relative error of the 
training sample is gradually reduced. When C is 

1.0E+7, the average relative error of the training 
sample is 1.96%, and the average relative error of 
prediction sample is 3.27%, The average relative 
error of training samples decreases slightly, but the 
average relative error of prediction samples increases 
greatly, which indicates that the prediction effect 
decreases. 

P represents to adjust the parameter B in the loss 
function. When p > 10 and gradually increases, the 
average relative error of training samples gradually 
increases and the fitting degree decreases. When p < 
10 and gradually decreases, the average relative error 
of training samples gradually decreases, but the 
average relative error of prediction samples increases 
greatly, which indicates that the prediction effect 
decreases. 
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5 PREDICTION RESULTS OF 
GRAIN YIELD OF 
PREDICTION SAMPLES IN 
THE CURRENT YEAR 

It turns out that when γ= 0.01, C = 1.0E+7, P = 10, 
the average relative error of training samples is 
1.96%, the coefficient of determination is 99.0%, and 
the average relative error of prediction samples is 
3.27%, which can meet the demand of regional grain 
yield prediction in the year of infectious diseases, 
while the average relative error of prediction samples 
is 3.27% ε- SVR has strong generalization ability due 
to its modeling of a small number of cases and 
parameter optimization, so it is based on SVR ε- SVR 
grain yield model can provide accurate reference data 
for regional short-term grain yield prediction. 

Table 2: Training sample results. 

S
N Province 

Infectio
us 

disease 

Actual 
grain 

yield of 
that 

year(1000
0 tons) 

Fitted 
Grain 

yield that 
year(1000

0 tons) 

1 Beijing SARS 58.0 56.1 
2 Tianjin SARS 119.3 121.0 
3 Hebei SARS 2387.8 2384.7 
4 Shanxi SARS 958.9 950.9 

5 Neimengg
u SARS 1360.7 1345.9 

… … … … … 
21 Ningxia SARS 270.2 267.1 

22 Guangdon
g cholera 990.5 1003.2 

23 Xinjiang Hepatiti
s E 547.7 544.0 

Table 3: Forecast results. 

S
N 

Provinc
e 

Infectio
us 

disease 

Actual 
grain 

yield of 
that 

year(1000
0 tons) 

Fitted 
Grain 

yield that 
year(1000

0 tons) 

1 Gansu SARS 789.3  767.4  
2 Shanxi SARS 968.4  964.1  

3 Guangd
ong SARS 1430.4  1319.0  

4 Guangd
ong 

break-
bone 
fever 

1632.0  1665.9  

In order to study whether the large-scale 
infectious diseases have a significant impact on grain 
production in that year, the original samples were 
modeled again by removing the two parameters of the 
epidemic degree (the proportion of infected 
population and the proportion of deaths). The results 
show that the average relative error of training 
samples is 1.97%. The average relative error of 
prediction samples is 3.31%, and the coefficient of 
determination also reaches 0.99. The model also has 
a good reference value for short-term grain yield 
prediction. 

Table 4: Forecast results Including and Excluding epidemic 
data. 

S
N

Provi
nce 

Infecti
ous 

disease 

Including 
epidemic data 

Excluding 
epidemic data 

Actu
al 

grain 
yield 

of 
that 

year(
1000

0 
tons) 

Fitte
d 

Grai
n 

yield 
that 

year(
1000

0 
tons) 

Actu
al 

grain 
yield 

of 
that 

year(
1000

0 
tons) 

Fitte
d 

Grai
n 

yield 
that 

year(
1000

0 
tons)

1 Gans
u SARS 789.

3
767.

4 
789.

3 
765.

9

2 Shan
xi SARS 968.

4
964.

1 
968.

4 
964.

0

3 
Guan
gdon

g
SARS 1430

.4 
1319

.0 
1430

.4 
1317

.8 

4 
Guan
gdon

g

break-
bone 
fever

1632
.0 

1665
.9 

1632
.0 

1664
.1 

6 CONCLUSION 

6.1 Prediction Model Reliability 

Due to the limited samples of large-scale infectious 
diseases in China, it belongs to small sample data 
analysis, ε- The SVR method has excellent ability of 
fitting and generalization for a small number of 
samples. 

Stay γ= 0.01, C = 1.0E+7, P = 10, the model can 
better fit the sample data, and the prediction effect is 
also better ε- The grain yield model of SVR is 
accurate and reliable. 
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6.2 The Impact of Infectious Diseases 

After removing the two parameters of the proportion 
of the infected population and the proportion of dead 
population representing the epidemic degree, the new 
model can still better fit the modeling sample data and 
forecast the target sample. Although the average 
relative error is slightly larger than that of the model 
with epidemic parameters, it is based on the existing 
domestic large-scale infectious disease epidemic data 
modeling. The epidemic situation had limited 
influence on the grain yield in the area of that year. 

This method can provide a theoretical reference 
for the national macro-control of food production, 
and it is a new research direction. 
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