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Abstract: The accident and crime happened on the road still increasing nowadays. Those two events were considered 
as emergency event that need a quick response. In this research, a method to detect accident and crime were 
proposed. The proposed method uses audio data as input and extracting the Mel spectrogram as the feature, 
which later be fed to our simple neural network architectures. We classify our dataset into engine_idling, 
car_crash, and gun_shot classes to represent normal, accident, and crime condition on the road. Our simple 
CNN architecture obtains accuracy of 95.31% and 93.75% with 200ms and 1000ms segment duration 
respectively, and our simple RNN architecture obtains 86.67% and 58.67% by using 200ms and 1000ms 
segment duration respectively. We can conclude that the best simple architecture was performed by CNN 
architecture with 200ms segment duration. 

1 INTRODUCTION 

The transportation technology was being developed 
day by day, this has an impact not only to the system 
of the vehicles but also the number of vehicles and its 
passengers, in Indonesia there were 146,858,759 
vehicles which include passenger cars, buses, freight 
cars, and motorcycles in 2018 (BPS, 2018b; 
Mahfuzhon and Setyawan, 2018). The increment of 
vehicles and its passengers also increase the number 
of accidents happened. In 2018, there are 109,215 
accidents and 29,472 deaths were recorded in 
Indonesia (BPS, 2018a). Most of the death cases from 
car accident were happened due to the late treatment 
for the casualties (Kattukkaran, George, and Haridas, 
2017). 

Other than car accidents, crime also an emergency 
event that needs a quick response. In 2018 there are 
8,423 mugs and 90.757 snitches happened in 
Indonesia. But according to statistics but only 23.44% 
in 2017 and 23.99% in 2018 was reported (Badan 
Pusat Statistik, 2019). The low reporting rate of 

crimes mostly caused by the lack of awareness and 
information about where to report it. 

Therefore, we need a system to detect accidents and 
crimes with capability to deliver the emergency events 
happened on the road. In this research, we propose a 
method to detect car crash, idling engine and gunshot 
as representatives of accident and crime sounds. we use 
audio data of mentioned events for surveillance 
purpose. We use several audio segmentation 
parameters and neural network architectures to find the 
best result for the case we focused on. 

2 SYSTEM DESIGN 

There are many methods for audio recognition such 
as analyzing both time and frequency domain of 
sample audio gives an accuracy of 65%-82% 
(Sammarco and Detyniecki, 2018), or by extracts the 
audio feature using MFCC and inferenced with DNN 
which gives an accuracy of 98.4% (Arslan and 
Canbolat, 2018). The MFCC and DNN method could  
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Figure 1: Audio segmentation with (1000ms length and overlap 50%, left), (200ms length and overlap 50%, right). 

give a better result but it could be unimplementable 
in a small memory device, therefore we need a 
simpler architecture which requires less memory. 

Our proposed method extracts the features of 
audio signal using Mel spectrogram and uses neural 
network with thresholding to get the conclusion. 
Complete steps of our proposed method were shown 
in Figure 2. 

 
Figure 2: Methods workflow. 

Our methods consist of several steps, which are 
segmentation, framing, windowing, short time 
Fourier transform (STFT), Mel spectrogram 
extraction, neural network and thresholding with 
following details. 

2.1 Segmentation 

We use single channel audio signal with sampling 
rate 44100Hz as the input. Then we slice the audio 
into smaller segments with 2 different parameters, 
first with 1000ms length and the other with 200ms 
length both with 50% overlap ratio Figure 1. 
 

We use different parameters to analyze the effects of 
segment length to our proposed method’s performance. 

2.2 STFT 

STFT were used to compute Fourier transform of the 
segment faster. STFT step consists of 3 subprocesses 
as shown in Figure 3. 

 
Figure 3: STFT steps. 

2.2.1 Framing 

For each segment will be framed into smaller frames 
with frame width 1764 samples, and hop length 441 
samples. Frame width for Fast Fourier Transform 
(FFT) must be the power of 2, therefore 1764 fulfil 
the requirement needed. 

2.2.2 Windowing 

The discontinuity for each frame’s edge could cause 
a spectral leakage. Thus, we implement windowing 
method using Hann window function. 
 𝑤ሺ𝑘ሻ = 0.5 ∙ ൬1 െ 𝑐𝑜𝑠 ൬ 2𝜋𝑘𝐾 െ 1൰൰ , 𝑘= 1…𝐾 

(1)

w : window coefficients 
k : coefficient index 
K : window width 
 
We use Hann window with window width 1764 

samples so we could fit the whole frame with the 
window. 
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2.2.3 FFT 

FFT is a Discrete Fourier Transform (DFT) with a 
faster computation process. Therefore, we use it to 
obtain the Fourier transform coefficients within a 
shorter time. DFT equation is shown in (2). 
 𝑥ො ൬𝑘𝑁൰ = ෍ 𝑥ሺ𝑛ሻ ∙ 𝑒ିଶ௜గ௡௞ேேିଵ

௡ୀ଴  
(2)

𝑥ො : Discrete Fourier series 
k : [0, N-1] 
N : Fourier width 
x : Input samples 
n : sample index 
 
We use FFT with N=1764, so we could calculate 

Fourier transform coefficients for each windowed 
frame. 

2.3 Mel Spectrogram 

Human hearing perception of frequencies is not linear 
but logarithmic, meaning that human hearing has a 
higher resolution at high frequencies. The perception 
graph is described in the Mel scale which can be 
mapped with (3). 

 𝑀𝑒𝑙ሺ𝑓ሻ = 2595 ∙ 𝑙𝑜𝑔 ൬1 + 𝑓500൰ (3)

Mel : Mel coefficients 
f  : total filter banks 
 
With equation above, we calculate 128 Mel filter 

banks then convolute it with Fourier transform 
coefficients that has been converted into dB unit. 

2.4 Neural Network 

In this research, we use Neural network (NN) in two 
different architectures, which are Convolutional 
Neural Network (CNN), and Recurrent Neural 
Network (RNN). We use two different architectures 
to analyze which performs better in the focused case. 

We use a total of 133 voice data with the label 
car_crash from YouTube channels CarCrashesTime 
and CarCrashesTime2, and a total of 201 voice data 
with the engine_idling label and 361 voice data with 
the gun_shot label from the UrbanSound8K dataset 
(Car Crashes Time - YouTube n.d.; Car Crashes Time 
- YouTube n.d.; Salamon, Jacoby, and Bello 2014). 
Those 3 labels represent accident, normal, and crime 
condition on the road. 

Table 1: Pre-processed datasets. 

Class 
Mel Spectrogram 

200ms 1000ms 

Car_crash 

Engine_idli
ng 

Gun_shot 

2.4.1 CNN 

In this study, a CNN architecture was built which 
consists of two 2-dimensional convolution layers 
with the activation function of Rectified Linear Unit 
(Relu) and 2-dimensional max pooling, then 
continued with a fully connected layer with the 
SoftMax activation function as follows. 

 
Figure 4: Simple CNN architecture. 
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The architecture has an input of a 224x224 sized 
matrix, and provides confidence values from 3 classes 
as an output. 

The training process were done by using the 
training dataset which divided into training and 
validation datasets with the ratio of 8:2. The training 
process is done with the parameters learning rate = 
0.0001, epochs = 40 and the Adam optimizer. 

2.4.2 RNN 

In this study, a CNN architecture was built which 
consists of 2 Long Short Term Memory (LSTM) 
layer, then continued with a fully connected layer 
with the SoftMax activation function as shown in 
Figure 5. 

 
Figure 5: Simple RNN architecture. 

The architecture has an input of a 101x128 sized 
matrix, and provides output in the form of confidence 
values from 3 dataset classes. 

We train our model using training dataset which 
divided into training and validation data with ratio of 
8:2. And train it with the same parameter as CNN. 

 
 

2.5 Thresholding 

Thresholding was used to ignore inference result with 
confidence value lower than assigned threshold value. 
The threshold value was configured by trial-and-error 
method. 

3 EXPERIMENT AND RESULT 

This section explains the results of the experiments of 
our proposed method. 

3.1 CNN Test 

Our CNN model was tested using 150 data from 3 
different classes with result shown at Figure 6. 

The CNN model with 200ms and 1000ms 
segment duration obtains accuracy of 95.31% and 
93.75% respectively. 

3.2 RNN Test 

We test our RNN model with 150 data from 3 
different classes with following results. 

Our RNN model with 200ms and 1000ms 
segment duration obtains accuracy of 86.67% and 
59.97% respectively. 

3.3 Comparison 

We compare the accuracy of our proposed method 
with the research of (Sammarco and Detyniecki 2018) 
and (Arslan and Canbolat 2018). The detailed 
comparison shown in Table 2. 

  
Figure 6: CNN test with (200ms segment duration, left), (1000ms segment duration, right). 

Design of Audio based Accident and Crime Detection using Simple Architecture of Neural Network

79



  
Figure 7: RNN test with (200ms segment duration, left), (1000ms segment duration, right). 

Table 2 : Method comparison detail. 

Method Accuracy (%) 
Our simple CNN 93.75 – 95.31
Our simple RNN 59.97 – 86.67
(Sammarco and 
Detyniecki 2018) 65 – 82 

(Arslan and Canbolat 
2018) 98.4 

4 CONCLUSION 

Our proposed method is able to classify car crash, 
engine idling and gun shot from the audio data with 
various accuracy. The shorter segment duration could 
give a higher accuracy for accident and crime 
detection, applied for both CNN and RNN 
architecture. CNN has a better accuracy than RNN 
architectures with lowest accuracy of 93.75%. The 
best model was performed by CNN model with 
200ms segment duration. 

In the future, we hope our simple neural network 
architecture could be improved with more dataset and 
implemented in an embedded system with limited 
memory resources as an early warning surveillance 
system. 
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