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Knowledge graph (KG) technologies are improving Artificial Intelligence. It can effectively expand the

breadth of search results. Therefore, KGs continue to solve several problems in different domains, including
the education field. The application of educational KGs to learning systems has recently been expanded due to
increased demand in the education sector and the importance of KGs application to learning systems. In this
article, we present the knowledge Graph approach, the methodology of KG development, and analyze each
step. Also, we discuss the popular KG Embedding models. We provide a comparative study of KG models in

the education field.

1 INTRODUCTION

The coronavirus pandemic 2019 (COVID-19) had
an impact on several fields, especially the field of
education. Therefore, efforts are being made to
force educational systems into this vital sector. The
complementarity of bottom-up (machine learning-
driven) and top-down (semantic and knowledge
graph) techniques is essential for representation
insights from such data. Recently, the techniques of
machine learning for the representation of knowledge
are rapidly improving. As a result, the field
of education has expanded by integrating the data
models of knowledge graphs.  This context is
provided in a linking framework between semantic
metadata, for data sharing and integration. For
example, in semantic-aware Question Answering
(QA) services, semantic information may be used to
improve search results. (Berant et al., 2013)(Fader
et al., 2014)(Yao and Van Durme, 2014), Information
Retrieval(Liu et al., 2018)(Liu and Fang, 2015),
and Recommender System(Bellini et al., 2017)(Wang
etal., 2019).

The objective of this article is to present the
general context of the Knowledge Graph and the
process of its development. On the other hand, we
hope to provide a comparative study of knowledge
graphs applied in the education domain. We identify
the specific use and application of the KG, different
data sources used, and the techniques and models for
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integrating the KG.

We organize the article as follows. Section 2
presents definitions of knowledge graphs, followed
by a discussion of various notable approaches to
knowledge graph development by presenting the
knowledge extraction aspect among their concepts
and related approaches, and we provide popular KG
embedding models. Finally, a comparative study of
KG in education is presented in Section 3.

2 BACKGROUND

In this section, we will approach some definitions
of Knowledge Graph (KG), then we will present the
methodology of development of a KG, and then we
will define what is Knowledge Graph Embedding by
citing its most known models.

2.1 Knowledge Graph Definition

Before presenting the different definitions of
knowledge graphs, we start with a reminder of two
important concepts “knowledge” and “graph”. The
first one means the understanding of something such
as facts, skills, or objects. According to other points
of view, knowledge is acquired from many different
data sources and in different ways. The second
concept is mathematically defined as a structure of
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objects in which pairs of objects are called vertices,
nodes, or points are linked together by edges, links,
or lines.

In 2012, Google proposed a Knowledge Graph, to
use a Graph in their search engine. Many authors have
proposed several definitions of this concept. Notable
among these have already been, formally,(Tran and
Takasu, 2019) defines the knowledge graph as a
relation r between the main entity / and the tail entity
t. This definition is not complete enough as it lacks
the semantic level.

On the other hand, (Xiong, 2018) declared the
semantic level, defining KG as a data resource that
contains entities, each entity has its specific semantics
and meaning.

(Vidal et al., 2019) presented the knowledge graph
as a representation capable of building formal models
of levels of abstraction and facts of different types.

Another effort is made to define a KG was
proposed by (Bonatti et al., 2019). The authors
consider it like an organized schema and several
labeled relations with a formal meaning are available.

2.2 Knowledge Graph Development

Several data sources are used in the construction of
knowledge graphs, such as small and large databases,
text documents, web pages, and crowdsourced
statements, and in either a manual, automatic, or
semi-automatic way (Bonatti et al., 2019).

The methodology of creating a Knowledge Graph
consists of two major components:

The top-down section: covers the process of
modeling a specific field and contains the steps below
: (Fensel et al., 2020):

* Mapping step: describes a set of predefined
mapping rules on an incoming data map for a
specific domain.

* Annotation development: This phase involves
converting specified domain standards into a form
interface to make manual and semi-automated
knowledge acquisition procedures easier.

The bottom-up section: which explains the process
of annotation in a new domain and contains the steps
listed below (Fensel et al., 2020):

* knowledge acquisition: First, we start this
process by defining the domain (e.g., education).
The investigation of the domain entails knowledge
extraction from data sources (structured, semi-
structured, and unstructured).

* Knowledge extraction: describe types (Entity,
Relation, Attribute), approaches, and tools aspects
(Zhao et al., 2018). In terms of knowledge
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extraction approaches, it heavily involves NLP,
text mining, and Machine learning. Examples
of techniques used for entities recognition and
relations extraction are Conditional Random Field
(CRF)(Su et al., 2009), Machine Learning models
(e.g., SVM), (BiLSTM) (Huang et al., 2015),
Hidden Markov Models (HMM)(Morwal et al.,
2012).

* Knowledge fusion: is a process that builds an
ontology and assesses its quality in an iterative
way (Zhao et al., 2018).

* Knowledge storage: This step consists of using
two main types of storage, the first one, based on
RDF (Resource Description Framework), and the
second one, based on graphical databases. But in
general, the storage is done in NoSQL databases
(Zhao et al., 2018).

2.3 Knowledge Graph Embedding

Knowledge graph embeddings (KGEs) are the
process of constructing propositional feature
representations of entities and relations in vectors
in a knowledge graph (Wang et al., 2017) to apply
numeric techniques resulting in scalable besides
effectiveness.
The knowledge graph embeddings are computed
to fulfill specific properties; i.e., they follow given
KGE models to calculate the spatial distance between
two entities for the type of relationship in the low
dimensional plunge vector space.

Several popular KGE models have been widely
studied :

 Translating Embeddings for Modeling Multi
relational Date (TransE): This is the first
translation model to get the tail vector as near
to the sum of the head and relation vectors as
feasible. (Bordes et al., 2013).

¢ Knowledge Graph Embedding by Translating
on Hyperplanes(TransH): The goal of transH
is to reduce the model’s complexity and the
difficulty of training by dealing with all possible
relationships (Wang et al., 2014).

* Learning Entity and Relation Embeddings for
Knowledge Graph Completion(TransR): TransR
can cover the 1-to-1 relationship, by separating
the relational space from the entity space (Lin
etal., 2015).

There are also more examples of KGE models
include DistMult (Yang et al., 2014), Complex
Embeddings (ComplEx) (Trouillon et al., 2016),
Holographic Embeddings (HolE) (Nickel et al.,



2016), Convolutional 2D KG Embeddings (ConvE)
(Dettmers et al., 2018), Convolution-based model
(ConvKB) (Nguyen et al., 2017). All KGE models
have advantages and disadvantages, so it is reasonable
to expect that a discover a more efficient way to
represent knowledge.

3 COMPARATIVE STUDY

KGs have widely been used to benefit a variety of
applications related to learning systems and a wealth
of pedagogical data.

KI2EduKG is a knowledge graphing system
for K-12 educational topics. = The KI12EduKG
system’s architecture, which is made up of
two components: the concept extraction and the
relationship identification are both used to extract
educational concepts for specific subjects. It
takes Named Entity Recognition (NER) methods
on educational data using the CRF model and
probabilistic association rule mining (Chen et al.,
2018a).

Using the object data of internal control policy
documents, (Wang, 2020) proposed a knowledge
graph construction method for internal control in
higher education institutions.

(Chen et al., 2018b) provided a KG can be used
for school topics and online courses to educate and
learn. To extract instructional concepts, this study
employs recurrent neural network (RNN) models on
pedagogical data. To identify educational relations
that interconnecting instructional concepts based on
student performance, They used the probabilistic
association rule mining method.

(Aliyu et al., 2020) present an automated
approach based on a knowledge graph to address the
problem of tertiary institution departments manually
arranging course allocations, and handling the task of
Question Answering to education administrators. To
provide intelligent knowledge services, the system
stores data in a knowledge graph in RDF/XML
format.

The improvement of the quality of teaching and
basic concepts of some computer science disciplines
is the objective of (Qin et al., 2020). Building
and visualizing educational knowledge as research
content using a huge quantity of course-related
information from the database as an example.
It begins with obtaining database knowledge,
cleaning and preparing the acquired data, and
then utilizing several automatic or semi-automatic
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technological techniques to extract information,
identify knowledge units from text datasets, and
then extract entities, attributes, and relations.
Finally, the collected knowledge is saved in neo4j to
achieve knowledge graph visualization, producing an
effective educational knowledge graph of database
discipline to aid smart education.

MathGraph (Zhao et al., 2019) is a significant
effort in educational KG development for
automatically solving high school mathematical
exercises. It is constructed using the crowdsourcing
technique to represent various mathematical objects.

(Yao et al.,, 2020) concentrate on this issue
and propose a model for embedding learning in
educational knowledge graphs. They present a
structural and literal embedding representation based
on TransE and Bert. They use three GRUs to
combine both methods, also using Knowledge Fores
and Wikipedia as a data source for the construction of
the educational KG.

We summarize the most important points for
this comparative study in Table 1 that represent an
overview of the KG approach in education, citing the
models end techniques embedding used, data source,
evaluation measure(s), and the limitations that can be
an improvement in the future research.

4 DISCUSSION

Analysis of KG construction methodologies derived
from scholarly publications in the field of education
reveals a connected set of limitations and flaws related
to the KG data type as several approaches have been
collected as textual data and the disregard of using
visual data. On the other hand, the majority of these
research either did not define the method(s) utilized in
the KG building, and strategies for extracting entities
and relations or did not provide any information on
the algorithm(s) used to create the KG.

To assess and enhance this work, we aim to
respond to all the problems detected such as by
including a comprehensive method for knowledge
extraction, construction, and analysis of educational
graphs using state-of-the-art models of natural
language processing (NLP), namely named entity
extraction, relation extraction, and coreference
resolution and methodological extensions of KG-
based multimodal (textual and visual data) extraction
and analysis algorithms.
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Table 1: An outline of KG models applied in the education field

Ref KG Usage Models Data Source Evaluation | Limitation
Measure(s)
CNKI database,
(Wang, pTransE internal control mean
2020) Information policy documents Silhouette « Limited data sources,
Retrieval a:ild, * KG embedding model
recommendation not significant
Educational
(Aliyu Managing Adhoc information Case study
et al, | and allocating system, e Lack of proper
2020) courses, Question evaluation,
Answering ¢ limited KG resources
Course-related Measure
(Qin Improvement of the | BILSTM-CRF, | information of Recall
et al., | quality of teaching | word2vec the database Precision o Insufficient evaluation
2020) and basic concepts
of some computer
science disciplines,
Question
Answering
(Yao TransE and Kpoyvledge Forest, Mean Rank
. Wikipedia Hits@10 P—l, T
et al, | Educational BERT * Application in a limited
2020) Technology and context,
Linked prediction  Limited resources used
for KG construction
(Zhao Solving Complex, domain experts and | F1 measure
et al., | mathematical Conic and | Crowdsourcing * Application in a limited
2019) exercises in high | Solid context,
school * KG construction
required a limited
number of resources
(Chen system for building | probabilistic Chinese AUC
et al., | knowledge graphs | association rule | mathematics * Inadequate assessment
2018a) for K-12 mining, CRF curriculum metric
A restricted application
on the KG was
proposed.
AUC
(Chen Teaching and | RNN, mining | Pedagogical data, Ereeccglsllon
et al, | learning on school | probabilistic evaluation of e Limited demonstration
. . . . F1 measure
2018b) subjects and online | association learning of the KG for
courses institutions | rules mathematics
construction ,

¢ Limited on textual data
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S CONCLUSIONS

Knowledge Graph (KG) has a big impact on the
education field, practice, improvement of the quality
of teaching, and solving high school exercises.
Overall, we conclude that KGs are capable of
providing semantically organized data.

In this paper, We discussed how knowledge
graphs can be used in a variety of domains,
including Question Answering, Recommendation,
and Information Retrieval. Also, we presented a
background for the KG approach, which includes
KG definitions, two methods of knowledge graph
construction: top-down and bottom-up, and the
presentation of KG Embeddings models. A
comparison of different models of knowledge graphs
utilized in the field of education was offered.

We intend to expand this research in the
future by incorporating educational applications and
methodological extensions of KG-based algorithms
for multimodal extraction and analysis.
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