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Abstract: The application of big data and data analytics has reached all aspects of life, from entertainment to scientific 
research and commercial production. Mainly by taking advantage of the explosion of data at an unprecedented 
rate attain the level of exabytes per day. On the other hand, it benefits from the sophisticated analytics 
approaches that have been given new manners to translate the raw data into solutions and even into predictions 
for complicated situations. This paper aims to discover the application of big data, data analytics and technical 
architectures based on the Hadoop and Spark ecosystems to build employability solutions. Beginning with a 
literature review of previous works and proposed solutions to draw a roadmap towards new approaches and 
enhance the recruitment process for youth people. 

1 INTRODUCTION 

Today, employability is considered as a significant 
concern for different entities involved in the 
elaboration of the Labour Market Policies 
(LMP)(Caliendo, 2016), with the primary goal to 
enhance the employment opportunities and facilitate 
the integration of job seekers and especially the youth 
generation in the workplace; by improving the 
matching process between job offers (vacancies)  and 
job seekers  (i.e. the unemployed).  Furthermore, the 
basic philosophy behind the LMP is to supervise and 
monitor the global atmosphere of the employment 
environment and guaranty the necessary conditions 
for good wellness in the workplace and ensure the 
development of the workforce for the future 
competencies required. Currently, according to the 
reports of the international labour organization ILO in 
2020, the global rate of unemployment has shown a 
slight increase of 6.1% compared to 5.37% in 2019, 
mainly due to the COVID-19 pandemic. The same 
report has indicated the youth generation as the most 
suffering layer with a rate of unemployment reaching 
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the highest level during a decade with 8.7% (Ryder 
and Director-General, 2020).  

On the other hand, we found many disciplines, 
each in their domain of competence, try to find and 
give their vision on the possible solutions for the 
employability problems. Therefore, one of the 
prominent and promising fields under investigation is 
the use of the big data concept on employability and 
the marketplace. Firstly as a way to treat data coming 
from various sources related to employability. 
Secondly, to support and enhance projects related to 
the development of the labour market and facilitate 
the integration of youth people. 

In this paper, we will conduct an exploratory 
study on the research carried out on the application of 
big data for employment. Firstly, to discover 
fundamental approaches developed on the 
employability context, focusing on technical 
architectures proposed based on Hadoop, Spark and 
analytics with the aim to find solutions, propositions 
and limitations and finally give answers to questions 
like: 
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1) Can big data provide employment 
Solutions? 

2) Are there any approaches, initiatives or 
projects launched to exploit big data in the 
employability context? 

3) Are there any initiatives in the developing 
countries, especially the Moroccan context?  

The results obtained from the previous researches 
can be the base for proposal architecture and roadmap 
for further studies.  

2 MANUSCRIPT PREPARATION 

2.1 Context 

The application of big data in the employability 
context benefited from the digitalization happened 
last decades and from the growth of data generated 
from different sources related directly or indirectly to 
the labour market, including all types of e-
services(Qostal et al., 2020). They are producing and 
storing massive and heterogeneous data containing 
personal and professional information. Accordingly, 
this data can be exploited and feed any big data 
system built to understand variables and factors with 
their weights and their impacts on the workplace 
using different data mining techniques(Piad et al., 
2016)(Mishra et al., 2017). 

Therefore, the big data concept(De Mauro et al., 
2016), as defined by De Mauro, Greco, & Grimaldi 
“information assets characterized by such a high 
volume, velocity and variety that they require specific 
technology and analytical methods for its 
transformation into value”. The fundamental 
definition of big data is based on the 3Vs 
characteristic: 
 Volume: refers to the size of data generated. 

Currently, a study conducted by IDC showed 
that in 2020 the data created, captured, copied, 
and consumed has reached 59 (ZB). 
Furthermore, there are 69444 users creating 
information in the professional world and 
applying for jobs on the LinkedIn platform for 
each minute. Based on information from Data 
Never Sleeps 8.0. 

 Variety:  Generally, the data forming the big 
data systems come from different sources, 
which means different types and varieties of 
data, generally can be grouped into three types: 
structured, semi-structured, and unstructured. 
Today, 90% of this data is semi-structured and 
unstructured, varying from text, video, audio 
metadata (data about data).  

 Velocity: The speed at which data is generated 
on the web varies from platform to platform, 
requiring appropriate strategies to manage data 
as it enters the big data system. Generally, the 
applied approaches vary from batch processing 
to stream processing. 

Accordingly, for the labour market context, the 
3Vs dimensions benefitted from the emergence of 
SNS, e-learning, e-recruitment. They were giving the 
base for the application of different types of analytics 
in the employment context (Mishra et al., n.d.) 
(Saouabi and Ezzati, 2019) (descriptive,  diagnostic, 
predictive and prescriptive). 

2.2 Big Data for Labour Market 
Intelligence System (LMIS) 

Previously, collecting and treating data related to the 
labour market was done through the traditional 
Labour Market Information (LMI), where the main 
sources of data for LMI were based essentially on 
surveys and administrative records from public 
employment agencies to construct the information 
about the labour market and help decision-makers to 
analyze and take actions on the LMP process 
(Sorenson and Mas, n.d.).  Although, the traditional 
LMI suffered from low accuracy, outdated 
classifications techniques and the lack of the ability 
to turn labour market information into intelligent 
decisions in a short time (Johnson, 2016). To 
overcome those difficulties especially with the era of 
real-time data generation with high heterogeneity and 
velocity, an alternative represented with the real-time 
LMI approach is developed to support data coming 
from web platforms and using solutions provided 
with the big data ecosystem. 

Furthermore, the analytic part of the data 
collected from traditional and real-time LMI is 
handled by projects grouped under a big field of 
research known as the Big Data for Labour Market 
Intelligence System (LMIS) (Mezzanzanica and 
Mercorio, 2018) (table1). Mainly, with the initiative 
of projects launched by the European Centre for the 
Development of Vocational Training (Cedefop) 
agency since 2016 with the aim to support the use of 
big data into the employment context and fellow the 
undergoing process where the combination of the big 
data ecosystem and the computation techniques 
including machine learning algorithms is applied to 
analyze labour market.  
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Table 1: Some projects supported for LMIS context. 
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The first results of the implementation of Cedefop 
projects over the Union European were published in 
2019 with the participation of 16 Member States 
(Austria, Belgium, Czech Republic, Denmark, 
Germany, Hungary, Spain, Finland, France, Italy, 
Ireland, Luxembourg, the Netherlands, Poland, 
Portugal, Sweden, and Slovakia). Otherwise, since 
2019 the European Training Foundation ETF 
launched imitative to enhance the use of LMIS within 
NON-EU countries such as Morocco and Tunisia to 

analysis the web labour markets and job vacancy 
(OJV) portals(Vaccarino et al., n.d.). Therefore, an 
initiative launched as sa result of the cooperation 
between the Moroccan government and Millennium 
Challenge Corporation (MCC) since 2015, via the 
MCA-Morocco in October 2020, a competition to set 
up a digital labour market information platform based 
on artificial intelligence and big data. 

2.3 Big Data Architectures for the 
Employment 

The solutions proposed to deal with the employability 
must take into consideration the identifications 
process of variables with their complexity and their 
impact in the labour market, the stakeholder analysis 
process(job providers, job seekers, etc.) with their 
actions and reactions towards the workplace, and the 
complexity of data generated related to employability 
with the determination of different data sources. 
Secondly, develop an advanced analytics method to 
process the information collected from LMIS to 
discover hidden patterns, extract relevant features, 
and propose new insights to make appropriate 
decisions. Accordingly, ETF proposed architectures 
based on big data ecosystem, including Hadoop and 
Spark solutions (Figure 1), to guarantee scalability, 
distribute tasks, and store data over Multi-node 
architectures with the possibility of using advanced 
analytics approaches. 

 The solutions proposed for LMIS have a primary 
objective to overcome the previous challenges and 
create the Knowledge Discovery in Data KDD related 
to employability (Fayyad et al., 1996). 

 

Figure 1: an overview of LMIS based on Hadoop & spark 
solutions proposed by ETF (Vaccarino et al., n.d.). 

The proposition adopted by ETF (figure 1), 
divided the implementation of big data for the LMIS 
into three significant steps using the Hadoop 
ecosystem and apache spark. 
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2.3.1 LM Information Ingestion 

The ingestion process is considered as a vital step 
with the aim to integrate valuable information into the 
proposed big data system (Meehan et al., n.d.). The 
process is about transferring data from various data 
sources (NoSQL stores, web pages using scraping 
and crawling techniques, databases, SaaS data, etc.) 
into the distributed storage unit of the system (data 
warehouse, database, data mart or filesystem), usually 
in the Hadoop ecosystem is represented with the 
Hadoop Distributed File System HDFS, or throw 
other propositions of NoSQL databases (e.g. 
MongoDB, HBASE). Mainly, we can group the data 
sources related to the labour market into four types: 
 Employment websites: regroup all e-

recruitment platforms and professional social 
networks like LinkedIn, where information can 
be gathered for job providers and seeker’s 
profiles, resumes, experiences and 
responsibilities. 

 Education and training platforms: represented 
by educational platforms, including e-learning 
and MOOCs like Udemy, Coursera, GitHub, 
Slack and Sourceforge. Those platforms 
provide valuable information of training 
process, skills acquired, performance and 
contributions on the share of technical 
knowledge. The information collected can be a 
way to measure the quality of skills within a 
community. 

 Social media platforms: Such as Facebook and 
Twitter, many studies have shown the vital 
information can be extracted, including 
indicators on personality traits using the big 
five model using NLP and sentimental analysis 
to decide on the recruitment process (Satyaki 
Sanyal et al., 2017).  

 Government e-services: with the era of open 
data adopted by the governments, the official 
data can be gathered on the employability 
context and the development of the labour 
market to identify the weak points and skills 
gaps to build a global strategy and LMP. 

This step raises big challenges with the high 
velocity and large volume of data generated, 
requiring real-time approaches, high fault tolerance, 
and simultaneous multi-connection from variant 
sources. The ingestion process from those sources can 
be made in two possible ways: 
 Batch ingestion: considered as the most used 

method. The data collection operation from the 
sources is applied periodically within a 
predefined time interval. The popularity of this 

method comes from the optimization that can 
be made on the speed and quality of data 
transferred from the source in a controlled and 
efficient manner. 

 Real-Time Streaming: The data ingestion is 
made in real-time from sources as soon as data 
is available and recognized by the data 
ingestion layer without respecting a predefined 
schedule. The loading in real-time provides 
valuable information to monitor variables and 
indicators on critical situations where the need 
for fast decisions. 

In the Hadoop ecosystem, many solutions are 
offered as an interface and broker between sources 
and destinations, such as KAFKA, FLUME, and 
SQOOP (Mccaffrey, 2020). 

2.3.2 Data Preprocessing & LM  

The data collected and retrieved from different 
sources related to LM are usually in raw and noisy 
forms, where the step of data preprocessing is about 
the preparation and transformation of this data into a 
suitable form with high-quality values to increase the 
predictions and accuracy of LMIS and avoid the 
unclean information which will lead to wrong results 
“garbage in garbage out” (García et al., 2016) (He et 
al., 2010). Fundamentally, the major task of this 
phase is to deal with duplicated data such as 
duplicated profiles on different platforms, missing 
values like competence, skill and diplomas 
information, treat outliers, encoding categorical 
value, features selection and features extraction 
before deciding to deploy a machine learning solution 
(García et al., 2016): 
 Noise reduction: the data retrieved from 

platforms such as social networks contain 
information that is usually unrelated to 
professional activities such as emojis, hashtags, 
URLs. That information can be considered 
irrelevant for the analytics step; by removing 
this data, accuracy and precision can be 
improved. 

 Merging process: this step aims to merge 
duplicated information from different sources 
such as vacancy announcements on different 
platforms, profiles of seekers, and statistics 
from various sources published on OJVs. This 
step will give the actual situation of the needs 
and offers in the workplace in terms of profiles 
and skills. 

 Normalization and standardization: the 
objective of this step is to unify values and 
information within a norm of measure, 
especially with the data related to 
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employability become very large and the fields 
of studies become verb y diversified, pushing 
to have unified norms of skills, job description, 
occupation and competence. In LMIS, there are 
many norms, Occupational Information 
Network (O*NET), ESCO and ISCO. 

2.3.3 LM Knowledge and Analysis  

The LM knowledge and analysis aims to use Machine 
learning techniques on the data processing to generate 
the KDD about labour market performance, help in the 
talent management process, give recommendations to 
stakeholders with answers about the quality of skills, 
professions required, sectors needed to be improved. 
Various analytics approaches target employability in 
different stages using big data. Many application 
beside LMIS has objective to enhance employability 
such as Vocational Education and Training Systems 
(TVET) (S. M. S. Azman Shah et al., n.d.),  HRIS 
systems(Kaygusuz et al., 2016) (Shahbaz et al., 
2019)where the objective use the people analytics 
approach(Isson and Harriott, n.d.; Shrivastava et al., 
2018) to answers questions on employee behavior, 
workforce trends, and performance at the job as a way 
of hiring and hunting talents and predict turnover 
probabilities (Tamburri et al., 2020). Mainly, text 
classification, natural language processing and texts 
Job Posting Analytics JPA are widely used as a way to 
builds model capable to  help us predict on match 
capabilities to market needs (table 2), identify 
valuable talent like never before, match capabilities to 
market needs. In the applicative context, many 
solutions proposed the application of the mapreduce 
where the mapper and reducer function on hadoop 
context or pyspark on the spark context can be used as 
a way  on the analyze of resume, and as results is the 
helps in the process of LMP throw different models of 
recommendations (Collaborative, user or hybrid 
recommendation)(Li et al., 2017). 

3 PROPOSED ARCHITECTURE 

As explained in the previous sections, the objective is 
to adopt architecture capable of exploiting and 
processing the fast-growing data generated over 
electronic platforms such as SNS, e-government 
services, e-learning systems of universities, 
employment platforms, and any potential platform 
that could generate information related to youth 
concerns. Accordingly, many initiatives and projects 
are trying to create a KDD oriented to the 
employability context using Big Data. Mainly, our  

Table 2: Some studies and research for JPAs supported for 
LMIS context. 
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. 

approach tries to combine the process adopted and 
showed in Figure 2 to create KDD and the 
implementation using the Hadoop ecosystem and 
spark with their components: 
 Hadoop Ecosystem: Includes packages and 

subcomponents to manage Big Data throw all 
stages of processing of data and support building 
models that address youth concerns. The storage 
part of data can be managed using HDFS where 
can be dispatched over clusters as a way of fault 
tolerance such as HBase and MongoDB. For the 
analytics, parts can be handled directly throw 
MapReduce as a way of data processing on large 
clusters or throws other alternatives where the 
functionality of Mapper and Reducer can be done 
throw query language, for example, Hive and Pig. 

 Spark Ecosystem: Apache Spark is an open-
source alternative to Hadoop and MapReduce, 
where the computation is 100 times faster. The 
use of Spark within the step of preprocessing data 
repose on the RDD (Resilient Distributed 
Datasets) to adapt data for the processing and 
machine learning to develop recommendations, 
predictive insights and personalized, where Spark 
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Figure 2: the proposed architecture based on Hadoop & spark and the KDD model (Fayyad et al., 1996). 

is equipped MLlib library includes a package 
aimed to address these concerns. Combining the 
Hadoop ecosystem and Spark on the management 
and processing layer will improve and enhance 
data processing and provide real-time analysis of 
youth data. The model (Figure 2) will help to 
identify hidden patterns and potential solutions in 
many areas, such as education and 
employment(He et al., 2010), offering new 
opportunities to improve policy design for the 
youth generation and LMP. 

4 CONCLUSIONS 

The application of big data in different contexts has 
proven to be efficient and effective; for that, our 
research tries to find different approaches to apply big 
data and machine learning within the employability 
context for the youth generation. Therefore, the 
ongoing process and research to create LMIS based 
on big data based on different solutions and visions 
can be a road map for further research about creating 
an intelligent system based on interaction with 
different stakeholders and data coming from different 
sources.  
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