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Abstract: Databases store a large amount of current data and information, and to access them, users must know a 
query language like SQL. Therefore, using a system capable of converting a natural language into an 
equivalent SQL query will make this task much easier. In that direction, the making a system facilitating the 
interaction with the relational databases is a challenging problem in the field of Natural Language 
Processing (NLP), and remains a very important area of research. It has recently regained momentum due to 
the introduction of large-scale DataSets. We present, in this article, our approach based on Recurrent Neural 
Networks (RNNs), more specifically on Long-Short Term memory cells (LSTM) and Gated Recurrent Units 
(GRU). We also describe WikiSQL, the DataSet used for training, evaluation, and testing our models. 
Finally, we present our results of evaluations. 

1 INTRODUCTION 

Today, a large quantity of information is stored in a 
relational database and forms the basis of 
applications such as medical records (Hillestad, 
2005), financial markets (Beck, 2000), and asset 
management customer relationships (Ngai, 2009). 
However, it is absolutely necessary to know a query 
language like SQL, to interact with relational 
databases, which is not obvious to everyone. 
Therefore, recent research appeared to address 
systems that map Natural Language (NL) to SQL 
queries. A long-standing goal has been to enable 
users to interact with the database through NL 
(Androutsopoulos, 1995; Popescu, 2003). We call 
this task Text-to-SQL. In this work, we present our 
approach based on classifications (Bakliwal, 2011) 
and recurrent neural networks (Mikolov, 2010), 
specifically on LSTM (Sundermeyer, 2012) and 
GRU (Dey, 2017) cells. The idea is inspired by the 
SQLNet approach (Xu, 2017); in particular, we use a 
sketch to generate an SQL query from natural 
language. The sketch aligns naturally with the 
syntactic structure of an SQL query. 

We set up RNN, similar to the traditional sketch-
based approaches of program synthesis (Alur, 2013; 
Solar-Lezama, 2006). 

2 RELATED WORK 

There is a range of representations for semantic 
analysis or the mapping of natural language to 
formal meaning, such as executable programs and 
logical forms (Zelle, 1996; Zettlemoyer, 2012; 
Wong 2007). As a subtask of semantic analysis, the 
Text-to-SQL problem has been studied for a long 
time (Li, 2006; Giordani 2012; Wang, 2017), and 
one of the primary works, PRECISE (Popescu, 
2003), which translates questions into SQL queries 
and identifies questions about which it is unsure. 
(Iyer, 2017) use a Seq2Seq model with human 
feedback. The community of database has come up 
with methods that tend to involve engineering 
manual features and user interactions with systems. 
Recent work sees Deep Learning (DL) (Cai, 2017) 
like a primary technique, based on neural machine 
translation(Castano,1997). 

Our work is similar to recent work using DL, 
precisely RNN with LSTM and/or GRU. 

3 DATASET 

We operate on WikiSQL (Zhong, 2017), a DataSet 
for Text-to-SQL task which contains a collection of 
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questions, corresponding SQL queries, and SQL 
tables. WikiSQL, which is the largest hand-
annotated semantic analysis dataset to date. This 
DataSet is more prominent than other datasets that 
handle the Text- to-SQL task, either in terms of 
number of tables or examples. Each table only exists 
in a single set, either the train, the dev or the test set. 

Using WikiSQL, the model must be able to not 
only generalize to new queries, but to new table 
schema, due to the diversity and the large number of 
tables that contain. Finally, WikiSQL contains 
realistic data extracted from the web, with 87,673 
examples of questions, queries, and database tables 
built from 26,521 tables. All SQL queries in 
WikiSQL respect the format illustrated in the sketch 
of Figure 1. 

 

Figure 1: WikiSQL queries sketch. 

4 APPROACH 

Our approach can be seen as a neural network 
alternative to traditional sketch-based program 
synthesis approaches, so we also track location 
filling. The idea is to use a sketch to generate an 
SQL query from natural language. The sketch 
respects the syntactic structure of an SQL query; 
neural networks are set up each predicting a 
component of the request. As shown in Figure 1, the 
locations that will be predicted are tokens starting 
with "$". Our proposed pipeline can therefore be 
divided into six modules ($AGG, $SELCOL, 
$CONDCOUNT, $CONDCOL, $CONDOP and 
$CONDVALUE). 

4.1 AGG Module 

The role of this model is to predict the correct 
aggregation function, given the user question as 
input. This is a classification problem. Therefore, 
the model must select one of the six classes ["", 
"COUNT", "AVG", "MAX", "MIN", "SUM"], 
conditioned on user request as input only. Using 
word embedding, a sequence of tokens is taken by 
the pattern, which represents the natural language 
statement. The wrapper is then sent to an LSTM 
layer whose internal states are first passed to a dense 
layer with tanh as activation and finally to a dense 
layer with a softmax function which gives a 

probability distribution over all the classes. This can 
be posed as a classification problem in which we 
have six classes and we choose the one with the 
probability maximum. Figure 2 shows the 
conception of this module. 

 

Figure 2: AGG, CONDCOUNT and CONDOP Modules 
architecture 

4.2 SELCOL Model 

The goal of this model is to get the appropriate 
selection COLUMN given the natural language 
utterance; it is also treated as a classification 
problem. Given this time the user question and the 
database schema as inputs, the model returns a 
column of the table schema. The inputs are 
converted to embedding, then they are processed by 
two GRUs according to the hidden states. 

Then, we concatenate the outputs, and integrate 
them into two dense layers, with softmax as the 
activation function in order to return a probability 
(score) between 0 and 1 of each column. The 
column with the highest probability is returned at the 
end by the model. The architecture of the model is 
shown in figure 3. 

4.3 CONDCOUNT Model 

This model is for finding the number of conditions 
in the WHERE clause. We remark that the most 
complex query in WikiSQL contains tree conditions, 
so we treat this need also as a classification problem 
with four classes: [0, 1, 2, 3]; 0 for no condition, 1 
for one condition, 2 for two conditions and 3 for tree 
conditions (the maximum). This module is 
considered like AGG module. Figure 2 shows the 
visualization of the module. 
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Figure 3: SELCOL and CONDCOL Modules architecture 

4.4 CONDCOL Model 

For this model, the goal is to find the appropriate 
column for the condition in the where clause, giving 
the question and the database schema as inputs. This 
model is identical to the SELCOL model. The 
architecture is the same in figure 3. 

4.5 CONDOP Model 

The function of this model is to predict the correct 
operation for the condition in the where clause. It is 
also considered as a problem of classification of 
three classes: [=,>, <]. This model is identical to the 
model of prediction of the aggregation function 
(AGG). For the architecture it is the same visualized 
in figure 2 

4.6 CONDVALUE Model 

The goal here is to generate the value of the 
condition in the where clause. The model takes the 
user question as input, and returns two outputs: the 

first concerns the number of words to be taken from 
the question, and the second concerns the probability 
of each word to appear as a condition value. The 
entry tokens are converted to embedding and then 
pass a bidirectional GRU. The hidden state of the 
latter is subsequently passed to another GRU. Then 
the whole is passed to two dense layers, one with 
relu as an activation function, and the other with 
softmax. The first dense layer returns the probability 
of each token in the issue that it appears in the value, 
and the second dense layer returns the number of 
tokens to build the final value (maximum 4 
according to the DataSet). The architecture of this 
model is presented in figure 4. 
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Figure 4: CONDVALUE Module architecture. 

5 TECHNICAL DETAILS 

This part is devoted to present certain parameters 
involving RNNs. All models are implemented with 
Python and the Keras framework. The two imputes 
used (user question and database schema) are 
tokenized with Keras’s tokenizer, and are 
represented as a sequence of tokens. These 
sequences are converted into representative vectors 
(embedding) using GloVe (Pennington, 2014). Each 
token is converted into a vector of dimensions 50. 
The CONDOP, CONDCOUNT and AGG models 
had two hidden layers, and the others have only one 
hidden layer. The learning rate and the dimensions 
of all these hidden layers are respectively 0.2 and 50. 
The Adam optimizer (Kingma, 2014) is used to 
optimize the cross-entropy, keeping these hyper-
parameters by default. We trained the different 
models with a batch size of 64 and that over 100 
epochs. 

 

 

 

 

 

6 RESULTS AND DISCUSSION 

Table 1 shows results of train and test execution accuracy 
of each module, evaluated on WikiSQL DataSet. 

Module Train Accuracy Test Accuracy
AGG 92% 90%

SELCOL 96.5% 95.3%
CONDCOUNT 94.8% 93.3%

CONDCOL 85% 86.8%
CONDOP 91.2% 92.8%

CONDVALUE 45.6% 41.4%
All SQL Query 42.8% 40.3%

 
We remark that the smallest accuracies are usually 
for CONDVALUE, and CONDCOL. In fact, on 
text-to-SQL task, there is always a problem with 
column prediction because it is unrealistic that users 
always formulate their questions with exact column 
names and string entries. 

Also, the VALUES of the conditions are not 
always mentioned in the question users. Suddenly 
the model must be able to access the data of the 
databases (which is out of the scope of our models), 
this explains the inadequate precision of the value, 
and which influences negatively on the total 
precision of the whole SQL query. 

We believe that by improving the prediction of 
VALUES, the precision of all SQL queries will be 
significantly improved. 

7 CONCLUSIONS 

We presented our approach, to handle the Text-to-
SQL task. We employed a sketch based on 
Classifications. We used in particular RNN with 
LSTM and GRU cells. Finally, we showed the 
results and accuracies of our models. 

In future work, we plan to use the Transformer 
architecture or test the Seq2Seq architecture based 
on Encoder- Decoder, to improve the precisions, 
generate more complete and complex SQL queries 
and evaluate the model on more complex Datasets 
such as Spider, and see where we can be in term of 
accuracy. 
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