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Abstract: Cholesterol is a crucial risk factor for cardiovascular diseases (CVDs) which in their turn are among the main
causes of death worldwide and public health concern, with heart diseases being the most prevalent ones. For
cholesterol control, the early prediction is considered one of the most effective ways. Utilizing the English
Longitudinal Study of Ageing (ELSA), a large-scale database of ageing participants, a dataset is derived to
evaluate the long-term cholesterol risk of elderly men and women using Machine Learning (ML) techniques.
Several ML prediction models were assessed concerning Accuracy and Recall where the Logistic model tree
was the best performer. The ultimate goal of this study is to identify individuals at risk and facilitate earlier
intervention to prevent the future development of cholesterol.

1 INTRODUCTION

Cholesterol is a waxy substance found in many of
the consumed foods and also in the body cells.
There are three main types of cholesterol in the body
cells. High-density lipoprotein (HDL), also called the
”good” cholesterol, it helps removing excess choles-
terol from the body. In contrast, Low-density lipopro-
tein (LDL), the bad or “lousy” cholesterol, it can lead
to a buildup of plaque in the arteries. In addition,
Very low-density lipoprotein (VLDL) exists, which
also tends to promote plaque buildup.

Quantifying an individual’s risk for develop-
ing non-contiguous chronic conditions such as high
cholesterol, which are linked to controllable lifestyle
behaviours and attitudes, is an important goal of pre-
diction analysis in healthcare, as it is linked on one
side with the long-term well-being on the individual
and active and independent ageing, and on the other
side with important potential savings for the social
care systems. Recent research has demonstrated that
it is possible to use ML tools to predict individual risk
of hospitalization by only using data related to socioe-
conomic features (age group, gender and race) and be-
havioural data, without requiring clinical risk factors
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(Chen et al., 2020). In this context, the SmartWork
(Kocsis et al., 2019) system has been developed with
the aim to provide the ageing sedentary population
with the right tools in order to promote healthy and
active ageing and improve their workability. During
this process the monitoring of the individual’s health
and the prognosis of several chronic diseases, i.e. high
cholesterol, is considered as a vital step.

Cholesterol levels are tested through blood choles-
terol or lipid tests, and although high levels are
asymptomatic, the relation between the different
forms of cholesterol provides an indication of risks of
developing heart diseases (Group et al., 2000). Thus,
preventing or lowering high cholesterol levels is di-
rectly linked to lowering risks of cardiovascular dis-
eases. The main risk factors (Anagnostis et al., 2015),
(Crouse et al., 1995), (Wakabayashi and Groschner,
2009) potentially impacting on the high cholesterol
levels include:

• Gender: after menopause, a woman’s LDL
cholesterol level usually goes up.

• Age: men aged 45 years or older and women aged
55 years or older are at increased risk of high
cholesterol and heart disease.

• Family history of heart diseases: the risk of
high cholesterol may increase if a father/ brother
was affected by heart disease before age 55 or a
mother/ sister was affected by heart disease before
age 65.
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• Diet: high fat, high sodium, or frequent consump-
tion of food from animal sources (red meat, eggs,
cheese, etc.) increases total and LDL cholesterol
levels.

• Obesity/ High BMI: a BMI higher than 25 is
a high-risk factor for increased LDL cholesterol
levels.

• Physical activity: increased physical activity and
regular exercising helps to lower LDL and raise
HDL cholesterol levels.

• Alcohol: although moderate alcohol intake is
linked to increasing HDL-cholesterol, excessive
alcohol intake may increase LDL-cholesterol and
triglyceride levels.

• Smoking: past or present smoking, or exposure
to tobacco smoke (passive smoking) increases
cholesterol levels.

• Diabetes: persons suffering of diabetes have in-
creased cholesterol levels.

The contribution of this paper is twofold: i) the
engineering of a meaningful dataset that can facilitate
the prognosis of high cholesterol regarding the elder
workers, ii) a comparative assessment of different ML
models families in order to spot the most efficient for
the long-term cholesterol risk prediction of older peo-
ple aged at least 50 years. At this point, it should be
noted that these models will be integrated into the pre-
dictive AI tools of the SmartWork system, which aims
to sustain workability of older office workers (Kocsis
et al., 2019) based on personalized models acquired
from the integration of the health condition of specific
patient models. Cholesterol is one of the chronic con-
ditions that will be considered in SmartWork (Fazakis
et al., 2021).

The rest of this paper is organized as follows. Re-
lated work regarding the prediction of high choles-
terol as chronic disease is discussed in Section 2. In
Section 3 the main parts of the methods for the long-
term risk prediction of cholesterol are displayed. In
particular, the design of a training and testing dataset,
feature selection and the experiments setup are pre-
sented. Section 4 concludes the paper.

2 RELATED WORKS

Many studies have been conducted, in relation to high
cholesterol risk assessment, but in most of the cases
these are directly linked to risk of cardiovascular dis-
eases.

The Framingham Heart Study (Mahmood et al.,
2014) led to the development of LDL Cholesterol

Goal Level Calculator1, which is mainly based on de-
mographic and lifestyle variables.

Jian Liu et al (Liu et al., 2005), assess coronary
heart disease (CHD) risk within levels of the joint
distribution of non-HDL and LDL cholesterol among
individuals with and without diabetes. The results
of their study indicated that diabetes condition is a
strong risk factor for coronary heart disease (CHD)
death. Cengiz Colak et al, (Colak et al., 2016) study
was carried out to predict the cholesterol level in pa-
tients with Myocardial Infarction (MI) using Artifi-
cial Neural Networks (ANN) and Support Vector Ma-
chines (SVM) models. The results pointed out that
ANN has higher predictive performance in compari-
son with SVM in predicting cholesterol level. More-
over, the prediction of blood cholesterol levels from
genotype data was studied by Francesco Reggiani et.
al, (Reggiani et al., 2020). In addition, Jin Sol Lee
et al, (Lee et al., 2018) considered the prediction of
cholesterol ratios within a Korean population.

Finally, the most significant risk factors contribut-
ing to the development of high cholesterol, as sug-
gested by the different research works, are summa-
rized in Table 2.

3 LONG-TERM CHOLESTEROL
RISK ASSESSMENT

Although high cholesterol levels are usually asymp-
tomatic, their assessment is important as a risk screen-
ing tool for cardiovascular diseases. In particular, the
ratios totalcholesterol

HDL and LDL
HDL provide a good indication

of risk of cardiovascular diseases, as shown in Table
1.

Table 1: Cholesterol Levels and Risk of Cardiovascular Dis-
eases.

totalcholesterol
HDL

LDL
HDL Risk

Male Female Male Female
< 3.4 < 3.3 1 1.5 Low
5.0 4.5 3.6 3.2 Average
9.5 7.0 6.3 5.0 Moderate
> 23 > 11 8 6.1 High

3.1 Training

The training and test dataset for the high cholesterol
risk prediction is based on the ELSA (Marmot et al.,

1https://www.mcw.edu/calculators/
ldl-cholesterol-goal-level
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Table 2: Cholesterol risk scoring systems.

Author Model Tool Risk factors included
Framingham Heart 10-year
risk LDL cholesterol Level

LDL cholesterol Level calculator Gender, Age, Smoke status,
High Blood Pressure, Medi-
cation for High Blood Pres-
sure

Jian Liu et al (Liu et al.,
2005)

Joint Distribution of Non-HDL and LDL
Cholesterol and Coronary Heart Disease
Risk Prediction Among Individuals with and
Without Diabetes

Ethnicity, Gender, Age,
Smoke status, Drinking
Alcohol, High Blood
Pressure

Cengiz Colak et al (Colak
et al., 2016)

Prediction of Cholesterol Level in Patient
with Myocardial Infarction Based on Data
Mining Methods

Age, Gender, Smoke sta-
tus, High Blood Pressure,
Physical Activity, Sedentary
lifestyle

Francesco Reggiani et al
(Reggiani et al., 2020)

Prediction of blood cholesterol levels from
genotype data

BMI, Age, Ethnicity, Gen-
der, High Blood Pressure,
Physical Activity

Jin Sol Lee et al (Lee et al.,
2018)

Prediction of cholesterol ratios within a Ko-
rean population

Triglyceride, Age, Gender,
BMI, High Blood Pressure

Table 3: Distribution per gender of newly diagnosed
with High Cholesterol at 2-years follow-up in the original
dataset.

Wave High
Cholest.

Male Female Total

Ref 2 No 2,339 2,829 5,168
F-up 3 Yes 400 552 952
Ref 4 No 2,531 3,161 5,692
F-up 5 Yes 292 293 585
Ref 6 No 2,196 2,797 4,993
F-up 7 Yes 167 173 340
All No 7,066 8,787 15,853

Yes 859 1,018 1,877

2018) database, which consists of reference waves 2,
4 and 6 as baseline and the respective waves 3, 5,
and 7 for the 2-years follow-up assessment. Although
the number of participants in ELSA waves selected
as reference one (namely waves 2, 4, and 6) is very
large, initially we drop out participants that already
have high cholesterol levels at reference waves and
participants that did not take the interview at both, the
reference and the corresponding follow-up wave. In
Tables 3 and 5, the distributions of selected partici-
pants that satisfied the above criteria, per age group
and per gender are presented.

These distributions however correspond to a
dataset that is not representative for the population,
as they do not relate well to the prevalence of high
cholesterol for these age groups as they have been re-

Figure 1: Age Group and Gender distributions in England.

ported at country level2. The reported distributions
per age group and per gender in England are shown in
Figure 1.

Similarly, the prevalence of high cholesterol
among people of older age at European level has been
reported as being at over 80% for people aged 55-
64, and at 79% for people aged 65-74 years old. It is
worth noticing, that in Portugal (one of the pilot sites
of SmartWork system), the prevalence of high choles-
terol among adult population (25-74 years old) is at
63.3% (Rodrigues et al., 2016).

Taking into account these findings, we balanced
the dataset using random undersampling, in order to
reach distributions similar to those reported for the
reference population. The distributions of the partici-

2https://www.statista.com/statistics/983478/
england-high-cholesterol-among-older-people/
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Table 4: Distribution per gender of newly diagnosed with
High Cholesterol at 2-years follow-up in balanced dataset.

Wave High
Cholest.

Male Female Total

Ref 2 No 756 978 1,734
F-up 3 Yes 400 552 952
Ref 4 No 509 541 1,050
F-up 5 Yes 292 293 585
Ref 6 No 287 320 607
F-up 7 Yes 167 173 340
All No 1552 1839 3,391

Yes 859 1,018 1,877

pants per age group and gender in the balanced dataset
are shown in Tables 4 and 6.

3.2 Features Selection

The initial features set considered for the training of
the ML-based models included 106 variables, with 61
being categorical and 45 numeric attributes, among
those collected at the reference waves of ELSA
dataset. However, their importance was established
using utilizing a feature selection method based on
a variation of Random Forests (Genuer et al., 2010).
According to this method, the attributes are ranked
using the Gini importance score of the model’s trees.
The Gini index (Sundhari, 2011) is calculated as fol-
lows

Gini = 1−
c

∑
i=1

p2
i , (1)

where c is the number of classes and pi the relative
frequency of class i in the dataset.

To further reduce the selected number of attributes
without harming the information content of the con-
structed dataset a stepwise backward elimination pro-
cess was also employed using the Logistic model.
The final list of features was reduced to 22 attributes,
among which the most important are: total, HDL
and LDL cholesterol levels at the reference wave, age
group, gender, weight and BMI, drinking and smok-
ing habits, physical activity, education level, diagno-
sis of other chronic conditions (e.g. diabetes, stroke,
high blood pressure), and self-assessed health status.

3.3 Performance Evaluation

In order to assess the overall performance of the en-
gineered dataset, several ML algorithms were em-
ployed, covering a wide range of classifier fami-
lies. The models Naı̈ve Bayes (NB) (Quinlan, 2014),
Support Vector Machines (SVM) (Cortes and Vap-
nik, 1995) , Artificial Neural Network (ANN) using

2 hidden layers, 5 Nearest Neighbors (5-NN) (Aha
et al., 1991), Rotation Forest (RotF) (Rodrı́guez et al.,
2006), Decision Trees (DT) (Quinlan, 1986), Logistic
Model Trees (LM Trees) (Landwehr et al., 2005) and
Random Forest (RF) (Breiman, 2001) were applied
on the constructed dataset using a 10-cross validation
(Stone, 1978) experimentation setup.

The model performance results can be seen in
Table 7, with metrics of accuracy and recall being
recorded for each prediction model. As can be ob-
served, although all trained models present similar
moderate accuracies, with the highest being 62.99%
for the LM Trees classifier, the recall demonstrated by
the models is relatively high, meaning that the preva-
lence of high cholesterol can be indicated with a satis-
fying probability in populations similar with the engi-
neered dataset, and thus this fact is considered advan-
tageous for the prognosis of the disease in the context
of the SmartWork system. Finally, the best overall
performance was obtained with the LM Trees model,
which performed best both with respect to accuracy
and recall metrics.

4 CONCLUSIONS

In this research work, a dataset was constructed based
on the ELSA database, aiming at the prognosis of
high cholesterol, targeting the elder office workers.
Several ML methods were examined and the LM
Trees classifier was found to wield the best prediction
performance against the different families of classi-
fiers. Although, the recorded accuracies were moder-
ate, the results presented consistently high recalls, a
fact that seems promising for the discrimination abil-
ity of the models regarding possible positive subjects.

Moreover, a possible path for increasing the
achieved accuracy is the employment of deep learning
(Liu et al., 2017) models and techniques, as they can
provide complex decision boundaries and thus better
fit the training data.

A limitation of the current study is that the engi-
neered dataset does not consider in the features set the
family history in relation to high cholesterol levels as
such information was not available in ELSA.

Future directions of this research work could in-
clude, the further research on feature ranking and
selection techniques such as Least Absolute Shrink-
age and Selection Operator (LASSO) (Muthukrishnan
and Rohini, 2016), and the imputation of the miss-
ing values of the dataset in order to improve the con-
tained information of the dataset. Moreover, learn-
ing paradigms such as self-labeling (Triguero et al.,
2015) can be proved very useful in exploiting the
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Table 5: Distribution per age group of newly diagnosed with High Cholesterol at 2-years follow-up in the original dataset.

Wave High
Cholesterol

50-54 55-59 60-64 65-69 70-74 75+ Total

Ref wave 2 No 652 1,142 827 754 629 1,164 5,168
F-up wave 3 Yes 92 221 183 158 129 169 952
Ref wave 4 No 852 1,245 1,165 759 711 960 5,692
F-up wave 5 Yes 65 119 122 113 89 77 585
Ref wave 6 No 561 994 1,027 857 566 988 4,993
F-up wave 7 Yes 46 74 74 54 47 45 340
All waves No 2,065 3,381 3,019 2,370 1,906 3,112 15,853

Yes 203 414 379 325 265 291 1,877

Table 6: Distribution per age group of newly diagnosed with High Cholesterol at 2-years follow-up in the balanced dataset.

Wave High
Cholesterol

50-54 55-59 60-64 65-69 70-74 75+ Total

Ref wave 2 No 167 316 275 285 258 433 1,734
F-up wave 3 Yes 92 221 183 158 129 169 952
Ref wave 4 No 118 170 183 204 178 197 1,050
F-up wave 5 Yes 65 119 122 113 89 77 585
Ref wave 6 No 84 106 111 97 94 115 607
F-up wave 7 Yes 46 74 74 54 47 45 340
All waves No 369 592 569 586 530 745 3,391

Yes 203 414 379 325 265 291 1,877

Table 7: Performance Evaluation of ML models.

NB SVM ANN 5-NN RotF DT LM Trees RF
Accuracy 62.69% 59.51% 61.42% 56.56% 61.86% 61.39% 62.99% 61.36%
Recall 68.90% 72.70% 66.70% 67.70% 69.60% 72.20% 73.50% 68.80%

vast amounts of unlabeled data presented in ELSA
database, thus significantly increasing the constructed
dataset size. Finally, the planned future updates on
the ELSA database waves can be utilized to extend
the engineered dataset, providing better modeling ca-
pabilities.
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