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Abstract: In the field of network security, the Intrusion Detection Systems (IDSs) always require more research on 
detection models and algorithms to improve system performance. Meanwhile, higher quality data is critical 
to the accuracy of detection models. In this paper, an effective parallel SVM intrusion detection model with 
feature reduction for imbalanced datasets is proposed. The model includes 3 parts: 1) NKSMOTE-a Modified 
unbalanced data processing method. 2) feature reduction based on Correlation Analysis. 3) Parallel SVM 
algorithm combining clustering and classification. The NSL-KDD dataset is used to evaluate the proposed 
method, and the empirical results show that it achieves a better and more robust performance than existing 
methods in terms of the accuracy, detection rate, false alarm rate and training speed. 

1 INTRODUCTION 

In recent years, with the rapid development of the 
Internet, the scale of the network and the number of 
users have continued to expand, and security 
incidents caused by the network have emerged in the 
world. For example: A new ransomware virus, 
WannaCry, which appeared in May 2017, spread 
worldwide in a short period of time, causing adverse 
effects on the public infrastructure networks of 
governments, enterprises and individuals (Jesse M. 
E., 2017). On March 2, 2018, GitHub suffered a 
1.35TB traffic attack. On April 17, 2019, a research 
report from the Cisco Talos research team stated that 
a state-sponsored hacker successfully hijacked the 
Domain Name System (DNS) records and stole 
certificates from nearly 40 public and private entities 
in 13 countries, which caused serious consequences. 
According to statistics from relevant departments 
(Source: Ponemon Institute and Juniper Networks, 
October 2017), 12,172 alerts are generated globally 
every week, and 518 alerts are studied every week. It 
takes 352.3 hours to track false alarms every week. 
Tracking false alarms costs $1,145,000 per year, and 
cyber breaches cost $7,000,000 per year.  

With the continuous update and mutation of attack 
methods in the network, the traditional intrusion 
detection methods based on feature matching have 

been unable to effectively solve security problems, 
especially when the characteristics of attackers are 
becoming more and more complex, the traditional 
intrusion detection methods show great 
disadvantages: 1) low detection rate and high false 
alarm rate, 2) poor adaptability, 3) low detection 
efficiency. Therefore, intrusion detection methods 
based on machine learning are emerging.  

Machine learning technology has been widely 
used in intrusion detection system for a long time. 
Many efficient Machine learning models are used to 
classify normal and abnormal traffic in intrusion 
detection, such as Support Vector Machine (SVM) (B 
M A., 2016), Decision Tree (L M., 2018), K-means 
(W L AL., 2017) and Artificial Neural Network 
(ANN) (S. S. Roy, 2017). 

In a large number of researches using machine 
learning to solve intrusion detection problems, the 
imbalance between training data and test data often 
leads to low efficiency of algorithms. Many 
researches in the field of intrusion detection focused 
on unbalanced data sets. Hamid et al. proposed a 
hybrid method based on coupling discrete wavelet 
transforms and ANN （Artificial Neural Network） 
for intrusion detection (Y. H., 2018). They eliminated 
the imbalance of the instances by SMOTE (Synthetic 
Minority Oversampling Technique) based 
oversampling of less frequent class and random 
under-sampling of the dominant class. S. M. H. B et 
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al. introduced penalized multiple criteria linear 
programming (MCLP) to deal with unbalanced 
datasets (S. M. H. B, 2016). Aggarwal proposed a 
new metric NPR (NP Ratio) used for ranking the 
classifiers for IDS to evaluate the detection rate and 
false alarm rate caused by unbalanced data (P A. 
2016). Wang Li proposed an improved NKSMOTE 
algorithm to overcome the shortage of SMOTE. A 
nonlinear mapping function was used to map samples 
to a high-dimensional kernel space (Wang Li, 2018). 
Such solutions to unbalanced data sets can improve 
the classification accuracy to some extent, but also 
significantly increase the complexity of model 
training. 

No matter which model is used, the steps of 
machine learning algorithms for intrusion detection 
classification can be divided into two major parts: the 
data preprocessing and the model training. If the 
metadata and its characteristics can be reduced and 
selected in the data preprocessing stage, the model 
framework will be more concise, and the 
computational efficiency will be improved, and so 
that the generalization ability of the model will be 
enhanced. Yin et al. proposed a novel classification 
algorithm using Ensemble Feature Selections (EFS) 
for the imbalanced-class dataset. This algorithm 
introduced a penalty-reward mechanism for minority 
classes when feature subset objective functions were   
designed (H Y., 2016). In (A A A., 2016), the 
integration of linear discriminant analysis (LDA) and 
principal component analysis (PCA) feature 
extraction algorithm was used to alleviate the 
imbalance of data. 

To solve the above problems, this paper first 
creatively propose a simplified NKSMOTE (a 
Modified unbalanced data processing method) to 
make samples of different categories nearly balanced 
in quantity, and then use a feature reduction algorithm 
to reduce feature dimensions to improve the accuracy 
and efficiency of the intrusion detection. Finally, a 
parallel SVM model was designed to realize multi-
classification intrusion detection for unbalanced 
datasets. 

2 PRELIMINARY 

2.1 SMOTE Algorithm 

The SMOTE algorithm is a classic oversampling 
algorithm (Chawla N V, 2011). This algorithm is 
different from the traditional oversampling method. It 
is not a simple copy of the sample. The main idea is 
to insert new artificial samples into the samples close 

to the minority class samples. This can increase the 
number of the minority class samples, and can 
effectively solve the problem of classification 
overfitting. The specific method is as follows: 

Suppose S  is a set of samples and X  is a set of 
the minority class samples, where X S⊂ , ix X⊂ . 
Find the k  nearest neighbors of the same class for 
each ix  through the oversampling rate N and 
interpolate to obtain a new synthesized sample. 

(0,1)*( )new i j jx x rand y x= + −            (1) 

1,2,....j n= , newx  represents the sample obtained 
after oversampling, jy  represents the k nearest 
neighbors of the same type in ix , and (0,1)rand
represents a random number in the region (0,1) . 

2.2 Feature Sorting based on 
Correlation Analysis 

Definition 1. For a discrete feature vector, its 
probability distribution can be expressed as 

1 2{ ( ), ( ), , ( )}np x p x p x′ ′ ′ , then entropy of feature is as 
follows: 

2
1

( ) ( ) log ( )
n

i i
i

H X p x p x
=

′ ′= −                  (2) 

If all the values of X are the same, then the 
entropy of  X  is 0. Thus, the feature X  is useless for 
data classification. 

Definition 2. For two discrete features 
1 2{ , , , }T

nX x x x′ ′ ′∈  and 1 2{ , , , }mY y y y∈  , their 
joint probability density is 

( , ), 1 , 1p x y i n j mi j′ ≤ ≤ ≤ ≤ , and conditional 

density is ( )p x yi j′ , then entropy of X  under the 

condition Y can be expressed as 
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The mutual information is generated and derived 
from entropy. For two features X  and Y  in one 
dataset, the mutual information between them is as 
follows: 
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The mutual information has the following 
characteristics: 
Symmetry: ( ; ) ( ; )I X Y I Y X=  
Monotonic: if A B C⊆ ⊆ , then ( ; ) ( ; )I A C I B C=  

The mutual information reflects the amount of 
information shared between two random variables. 
The greater value of the mutual information, the 
greater correlation between the two variables. If the 
mutual information between two variables is 0, the 
two variables are completely uncorrelated and 
statistically independent in probability. 

3 RESEARCH METHODOLOGY 

This section introduces the research methodology for 
intrusion detection model ， which includes three 
parts: NKSMOTE-a modified unbalanced data 
processing method, feature reduction based on 
correlation analysis and intrusion detection algorithm 
based on Online-SVM. 

3.1 S-NK-SMOTE: A Modified 
Unbalanced Data Processing 
Method  

The purpose of S-NK-SMOTE algorithm is to 
balance the number of different categories samples. 
Our method is a simplification of the NK-SMOTE 
(Wang Li, 2018). the processing steps are as follows: 

Step1：For all minority class samples x , search 
its nearest k  samples. Among the k  samples, if the 
number of minority class samples is greater than the 
number of majority class samples, x is a safety 
sample; if the number of minority class samples is 
less than the number of majority class samples, and if 
exist minority class samples, x is a dangerous 
sample; if all samples are majority class samples, then 
x is a noise sample. 

Step2：If x  is a noise sample, oversampling will 
introduce the risk of noise into the dataset, while the 
noise samples have certain positive impact on the 
classification. In order to reduce the risk of noise, 
select a sample x′ randomly from the minority class, 
and generate a new sample close to the minority class: 

(0.5,1) ( )newX x rand x x′= + ⋅ −                (5) 

Step3：If x is not a noise sample, then select 1 
sample x′randomly from its k nearest samples. If   x′
belongs to the samples of the majority class, a new 
sample close to x is generated as follows: 

(0,0.5) ( )newX x rand x x′= + ⋅ −               (6) 

if  x′ belongs to the samples of the minority class, 
a new sample close to x is generated according to the 
following formula: 

(0,1) ( )newX x rand x x′= + ⋅ −               (7) 

3.2 Feature Reduction based on 
Correlation Analysis  

After balancing the dataset, high dimensional samples 
can easily increase the classifier training time and 
computational complexity, meanwhile, overfitting 
will inevitably occur. Therefore, representing a subset 
of features with effective lower dimension is 
significant to improving classification accuracy and 
efficiency. 

This paper will calculate the correlation between 
each feature and classification label and select the 
best feature. Detailed steps are as follows: 

Step1 ： According to formulas (2) (3) (4), 
calculate the correlation between each feature vector 

{ , , , }1 2
TX x x xn′ ′ ′∈  （n is the number of samples） 

and its corresponding category label {0, 1}Y ∈ , and 
perform standardized compression, the correlation is 
expressed as: ( ; )( , )

( ) ( )
I X YC X Y

H X H Y
=

+
 , where

0 ( , ) 1C X Y≤ ≤  ,if ( , )=1C X Y , indicating features 
are fully related to category labels，if ( , )=1C X Y , 
indicating features are fully unrelated to category 
labels. 

Step2： Sort the features from large to small 
according to the correlation. The higher the 
correlation, the more information the feature 
contains, the more useful it is, and it can more 
accurately reflect the specific situation of the sample. 

Step3 ： SVM algorithm is used for feature 
selection. Considering the accuracy of intrusion 
detection is closely related to feature selection, ACC 
is used as the criterion for feature selection. The 
optimal solution lies in fewer features and higher 
accuracy, specific algorithm is as follows: 

Suppose we have a dataset with m features, the 
features have been sorted from large to small 
according to correlation, denoted as 0R  , the accuracy

0ACC of 0R is calculated by SVM. Remove the last 
feature of 0R to generate a new dataset, denoted as 1R  
, the accuracy 1ACC  of 1R is calculated by SVM, if 

1 0ACC ACC>  then keep 1R , otherwise discard it. 
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Remove the last feature of 1R  to generate a new 
dataset, denoted as 2R , and so on remove the last 
t th− feature of tR , if 1t tACC ACC −> then keep tR
otherwise discard it. Finally, the dataset 
corresponding to the optimal ACC and the most 
representative features are selected. 

3.3 Intrusion Detection Algorithm 
based on Online-SVM 

In this section, we will design an Online-SVM based 
detection algorithm that can achieve multiple 
classification of abnormal samples. The algorithm 
includes a training phase and a detection phase. 

3.3.1 Training 

When training the algorithm, combine each class of 
abnormal data with normal data to generate a 
synthesized dataset, and then train an Online-SVM 
classifier on the synthesized dataset. Assume that 
there exist m  different (sub)classes of abnormal data, 
denoted as 1 2{ , , , }mAtt Att AttL , we can get m  new 
synthesized training set and m  Online-SVM 
classifier. Finally, combine all abnormal data with 
normal data to generate the ( 1)m th+  synthesized 
training set, and train the ( 1)m th+  Online-SVM 
classifier. Detailed steps during the training phase are 
as follows: 

Step1：Use the methods provided in section 3.1 
and section 3.2 to process m  abnormal sample sets

1 2{ _ , _ , , _ }mAtt T Att T Att TL and 1 normal sample set 
{ }Normal . 

Step2：Generate 1m +  synthesized training sets, 
1{ _ , }Att T Normal  , 2{ _ , }Att T Normal ,···, 

{ _ , }mAtt T Normal and

1 2{ _ , _ , , _ , }mAtt T Att T Att T NormalL . 
Step3 ： Train 1m + Online-SVM classifiers, 

1_Clf Att , 2_Clf Att ,···, _ mClf Att  and   
_Clf Normal  respectively. 

3.3.2 Testing 

The intrusion detection algorithm consists of 1m +  
Online-SVM classifiers, and the training sets each 
classifier used are different. Therefore, it can be 
customized and expanded flexibly. 

In order to improve the classification efficiency, 
K-means is used to determine which classifier the 
testing data input into. Specifically, we use K-means 

to calculate the cluster center of all categories of 
samples, and then calculate the average distance 
between the testing data and each cluster center. At 
last we choose the Silhouette Coefficient to evaluate 
the result. The Silhouette Coefficient mainly 
measures the similarity of a sample and other samples 
of its own cluster, and the difference with the sample 
and other samples of other clusters. The higher the 
Silhouette Coefficient, the better the determine result. 
Detailed methods are as follows: 

Step1：Calculate the average distance between 
sample x  and other samples in the same cluster, 
called the Dissimilarity of the cluster, expressed as 

( )a x . 
Step2: Calculate the average distance between 

sample x  and the other samples in other  H  clusters, 
expressed as 1 2{ , , , }x x xHb b bL , then the Inter-
cluster Dissimilarity can be expressed as 

1 2( ) min { , , , }x x xHb x b b b= L . 
Step3: According to ( )a x and ( )b x , define the 

Silhouette Coefficient of sample x : 

( )1 , ( ) ( )
( )( ) ( )( ) 0 , ( ) ( )

max { ( ), ( )} ( ) 1 , ( ) ( )
( )

a x a x b x
b xb x a xs x a x b x

a x b x b x a x b x
a x

 − <
− = = =

 − >


    (8) 

Step4: The Silhouette Coefficient of the current 
clustering result is the average of all samples ( )s x , 
and the value range is [ 1,1]− , the closer to 1+ , the 
better the determine result.  

Specific detection process is as follows: 
Let ( )K i  be the number of cluster centers in class 

i , and the k th−  cluster center in class i  be 
expressed as k

iC ,  the specific steps are as follows: 
Step1：Calculate the average distance ( )dist i   

between the sample x  to each class: 
( ) 2

1
( ) = ( ) / ( ), {1 2 }K i k

idist i x C K i i− ∈ ，，. . . , m+1 . 
Step2 ： Input  x  to Clf ind− ，

arg min ( )iind dist i= . 
Step3 ： If 1 2{ , , , }mind Att Att Att∈ L , the 

output is { , }indcls Att Abnormal∈ . indAtt  
represents abnormal type.  

Step4 ：  If ind Normal= , the output is  
{ , }unknowncls Att Normal∈ . It represents two result: 

x is a normal sample, or x  can be considered as an 
unknown attack. 
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4 EXPERIMENTS 

4.1 Experimental Data and 
Environment  

In this section, the experimental results on several 
simulation and real methods are discussed. The 
dataset used in the paper is based on the NSLKDD, 
which is a modified version of the KDD Cup 99 
(Tavallaee, 2009) dataset. The NSL-KDD testing 
dataset contain 22544 connection patterns. Each 
testing dataset have more number of attacks than that 
of in training dataset. 

The empirical experiments in our work were all 
implemented on a computer with an Intel Core i7-
7700 CPU @ 3.60GHz with 16.0 GB RAM running 
Windows 10. The proposed intrusion detection 
algorithm was implemented by using Python. 

4.2 Experimental Results and Analysis 

The parallel SVM algorithm aims to improve the 
accuracy for imbalanced datasets. Therefore, to 
evaluate the performance of our proposed models and 
make expedient comparisons with other detection 

methods, we chose accuracy (ACC), detection rate 
(DR) and false alarm rate (FAR) as the evaluation 
measures. These three measurements are calculated 
from the following formula. 

TP TNACC
TP TN FP FN

+=
+ + +

            (9) 

TPDR
TP FP

=
+

                        (10) 

FPFAR
FP TN

=
+

                       (11) 

To verify the effectiveness of our proposed 
intrusion detection models, we first discuss three 
situations in this section: 1) Using Online-SVM 
algorithm only. 2) Using NKSMOTE before Online-
SVM. 3) Using NKSMOTE and feature reduction 
before Online-SVM. In order to evaluate the 
performance of our model, all the experiments were 
executed under the 5-class classification, and 10-fold 
cross-validation was utilized to reduce the risk of 
overfitting. The experimental results are shown in 
Table 1-3. 

Table 1: Performances of 5-class classification using Online-SVM only. 

Attack Types Accuracy (%) DR (%) FAR (%) 
Normal 98.89 98.51 0.9 
DOS 97.5 97.62 0.98 
Probing 98.21 98.1 0.9 
R2L 98.16 97.78 0.88 
U2R 97.83 97.4 0.7 
Total 98.12 97.87 0.9 

Table 2: Performances of 5-class classification using NKSMOTE before Online-SVM. 

Attack Types Accuracy (%) DR (%) FAR (%) 
Normal 99.4 99.03 0.65 
DOS 98.62 98.49 0.55 
Probing 98.98 98.85 0.66 
R2L 98.96 98.77 0.512 
U2R 98.72 98.8 0.43 
Total 98.89 98.8 0.527 

Table 3: Performances of 5-class classification using NKSMOTE and feature reduction before Online-SVM. 

Attack Types Accuracy (%) DR (%) FAR (%) 
Normal 99.55 99.43 0.5 
DOS 98.32 98.9 0.16 
Probing 99.56 99.51 0.23 
R2L 99.33 99.43 0.55 
U2R 99.18 99.46 0.3 
Total 99.53 99.51 0.348 
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Table 4: Performance comparison of different intrusion detection methods with NSL-KDD. 

Literature Method Accuracy (%) DR (%) FAR (%)
Our method Parallel SVM 99.53 99.51 0.348 
A M V. B et al. MCC-MCLP 99.13 99.09 0.55 
Y. et al. MK-SVM 98.63 98.97 0.66 
Bo Hu et al. DDF 92.70 91.70 0.50 

Table 5: Run time of different intrusion detection methods. 

Literature Method  Training time Testing time 
Our method Parallel SVM 103s 10ms 
Bo Hu et al. DDF 256s 10ms 
Chen et al. XGBoost 198.2s 5.2ms 
A. et al Deep Belief Network 27330s 11ms 

 
In Table 1, only parallel SVM algorithm is applied 

in NSL-KDD. The values of ACC, DR and FAR 
under different feature conditions are illustrated. 
From the result in Table 1, we can see that the 
performance of each classification is stable and 
relatively excellent. The result means parallel SVM 
algorithm is suitable for multi-classification. 

In Table 2, the NKSMOTE is applied to process 
unbalanced data, forming new dataset that the 
quantity of different categories tends to balance. Then    
parallel SVM algorithm is applied in processed NSL-
KDD. From the result in Table 1 and Table 2, we can 
get a conclusion that using NKSMOTE algorithm is 
very effective. The values of ACC and DR increase 
much and the value of FAR decreases obviously.  

In Table 3, the NKSMOTE is applied to process 
unbalanced data, and the proposed methods 
mentioned in 3.2 is used to perform feature reduction. 
The results show that when the feature is reduced to 
25 dimensions the value of ACC is optimal. Here the 
25-dimensional subset consists of feature as <6, 3, 35, 
27,4, 26, 23, 33, 38, 5, 34, 24, 39, 29, 36, 12, 37, 24, 
32, 2, 40, 31, 1, 27, 28>. From the result in Table 3, 
we can get a conclusion that Using NKSMOTE and 
feature reduction simultaneously, the results are 
optimal. However, Comparing the results of two 
tables above, it is found that the NKSMOTE 
algorithm is more effective.  

To verify the effectiveness of our proposed 
intrusion detection models, we compare the 
performance of MCC-MCLP (A M V. B., 2017), 
MK-SVM (Y., 2012) and Dynamic Deep Forest 
(DFF) (Bo Hu, 2019) on the NSL-KDD dataset. Table 
4 and Figure 1 show the performance of different 
intrusion. The results illustrate that our method 
provides the highest accuracy rate of 99.53%, the 
highest detection rate of 99.51%, and the lowest false 
alarm rate of 0.348%. The comparison results show 

that the proposed method is superior to other intrusion 
detection scheme in detection performance.  

 
Figure 1: Performance comparison of different intrusion 
detection models with NSL-KDD. 

Table 5 and Figure 2 shows the results obtained by 
comparing the run time of different intrusion 
detection methods. The performance of our method is 
not very well in testing time. 

 
Figure 2: Run time of different intrusion detection methods. 
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5 CONCLUSIONS 

In order to improve the accuracy of the intrusion 
detection for imbalanced training datasets, this paper 
proposes an effective model, which include 3 parts: 
1) NKSMOTE-a modified unbalanced data 
processing method. 2) feature reduction based on 
correlation analysis, which reduces the original 41-
dimensional feature to a 25-dimensional feature. 3) 
parallel SVM algorithm combining clustering and 
classification. 

The experimental results illustrate that our 
proposed detection method can obtain an outstanding 
performance with a high ACC, a high DR, a low FAR 
and a rapid training speed. However, the results show 
that our method has no advantage in testing time 
comparing with other newly related works. 
Therefore, we will consider to improve the 
performance of the proposed method in running time. 
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