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Our mobile devices store a lot of sensitive and critical information. Moreover, considering the ability of

smartphones and tables to detect the position and to record audio, it is not absolutely an exaggeration to admit
that potentially our devices can easily spy on us. The ability to perform these crucial tasks must be granted by
the user at the time of their first use by accepting the so-called permissions. The problem is that in Android,
once these permissions are granted, the application can always use them without notifying the user. In this
paper, we propose a methodology, based on formal methods, aimed to detect the exact point in the code (in
term of package, class and method) of an Android application where a permission is invoked at run-time.
Moreover we design a tool able to advise the user whether a permission is invoked, in this way the user can be

informed about the application behaviour.

1 INTRODUCTION AND
RELATED WORK

In last years, mobile malware increased its complex-
ity from the point of view of malicious actions able
to steal more and more sensitive and private infor-
mation. In particular, the Android official market,
due to the official market publication process, it is
the perfect vector to diffuse malware (Mercaldo et al.,
2016c¢; Mercaldo et al., 2016d). Another motivation
behind the increasing amount of Android malware in
the wild is represented by the easiness of requesting
permissions to sensitive resources such as, for exam-
ple, the camera and the microphone. As a matter
of fact, the Android platform employs the permis-
sion system to restrict application privileges to secure
the sensitive resources of the users. An application
needs to get a users approval for the requested permis-
sions to access the privacy-relevant resources. Thus,
the permission system was designed to protect users
from applications with invasive behaviours, but its ef-
fectiveness highly depends on the users comprehen-
sion of permission approval (Tchakounté, 2014; Mar-
tinelli et al., 2017a; Fasano et al., 2019b). The de-
veloper is responsible for determining appropriately
which permissions an application requires. Accord-
ing to (Kelley et al., 2012; Felt et al., 2012; Tchak-
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ounté et al., 2014; Martinelli et al., 2017b), lot of
users do not understand what each permission means
and blindly grant them, allowing the application to ac-
cess sensitive information of the user. Many users,
although an app might request a suspicious permis-
sion among many seemingly legitimate permissions,
still confirm the installation. Most of permissions
defined by Google are coarse-grained. Especially,
the INTERNET permission (Barrera et al., 2010),
the READ PHONE STATE permission (Pearce et al.,
2012), and the WRITE SETTINGS permission (Jeon
et al., 2011) are coarse-grained as they give to an ap-
plication arbitrary access to certain resources. The
INTERNET permission allows an application to send
HTTP(S) requests to all domains, and connect to arbi-
trary destinations and ports (Felt et al., 2010). As a re-
sult, the INTERNET permission provides insufficient
expressiveness to enforce control over the Internet ac-
cesses of the application (Canfora et al., 2016). Be-
cause of the previous problems, researchers have been
involved to determine mechanisms that employs in-
dividual permissions and the combination of permis-
sions to detect and characterise malware (Enck et al.,
2014; Zhou and Jiang, 2012). The Android frame-
work, starting from Android 7, allows the user to ap-
prove a subset of the permissions requested by appli-
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cations! (even though some applications do not work
if not all permissions are provided) but this mecha-
nism is not enough to guarantee the security of our in-
formation stored on mobile devices (Chakraborty and
Chattopadhyay, 2020; Foster, 2020).

As such, Enck et al. (Enck et al., 2008) introduce
a policy-based system called Kirin to detect malware
at install time based on undesirable combination of
permissions. Diverse works evaluate the detection of
malware with permissions using machine learning on
Android (Huang et al., 2013). They all realise that a
permission-based mechanism can be used as a quick
filter to identify malicious applications. Zhou and
Jiang (Zhou and Jiang, 2012) characterise Android
applications (both normal and malware applications)
with individual permissions focusing on the number
of occurrences of permissions in those groups. Au-
thors in (Tramontana and Verga, 2019) propose a
method to protect data and resources in Android. ba-
sically developing a method aimed to ask user when a
permission in invoked. The main difference with re-
spect to the proposed work is represented by the adop-
tion of formal verification environment, that demon-
strate their efficacy and robustness in the detection of
malicious behaviour in software and in particular in
Android environment (Canfora et al., 2018).

In this context, the permission to use the device
camera (android.permission. CAMERA) and to record
audio (android.permission.RECORD_AUDIO) ex-
ploiting the device microphone are really critical. In
fact, the  android.permission.RECORD_AUDIO
permission can easily turn the smartphone
into an environmental recorder, while the an-
droid.permission. CAMERA permission is able to
capture pictures and videos. Clearly, these permis-
sions can be used for purposes useful to the user (for
instance, for a voip call) but can be easily exploited
for malicious purposes from malware writers.

Basically, the purpose of a permission is to protect
the privacy of an Android user. Android apps must
request permission to access sensitive user data (such
as contacts and SMS), as well as certain system fea-
tures (such as camera and internet). Depending on
the feature, the system might grant the permission au-
tomatically or might prompt the user to approve the
request 2.

A central design point of the Android security ar-
chitecture is that no app, by default, has permission
to perform any operations that would adversely im-
pact other apps, the operating system, or the user.

Uhttps://developer.android.com/training/permissions/
requesting

Zhttps://developer.android.com/guide/topics/
permissions/overview

This includes reading or writing the user’s private data
(such as contacts or emails), reading or writing an-
other app’s files, performing network access, keeping
the device awake, and so on.

Android basically considers two categories of per-
missions: the normal permissions, i.e., the permission
that the system automatically grants to the mobile app
and the dangerous permissions.

If the app lists dangerous permissions in its man-
ifest (that is, permissions that could potentially af-
fect the user’s privacy or the device’s normal oper-
ation), such as the SEND_SMS permission, but also
the android.permission.RECORD_AUDIO or the an-
droid.permission. CAMERA, the user at run-time must
explicitly agree to grant those permissions. Once the
user grants the permission, the app is able to invoke it
whenever and wherever in the code.

For this reason even if an app requires a permis-
sion just one time, the permission will be released
from the operating system forever.

Starting from these considerations, in this paper
we propose a method to automatically detect whether
an Android permission is invoked at run-time. The
final aim is to show to the user the permission invo-
cation each time it is requested by the mobile appli-
cation. Android considers several permission as dan-
gerous, in this work we only focus on the permission
requests to access the internet connection, to use the
device camera and to record audio through the device
microphone.

To detect whether a permission is requested we
exploit formal methods, in particular the model
checking technique. We model an Android appli-
cations and with mu-calculus properties we verify
whether a mobile app is asking for the camera and au-
dio recording dangerous permissions by using static
analysis.

The paper proceeds as follows: in the next sec-
tion we provide background notions about the model
checking and mu-calculus logic largely employed in
this paper, in Section 3 the proposed method is de-
scribed, in Section 4 we present a real-world exper-
iment aimed to demonstrate the effectiveness of the
proposed method, in Section 5 a tool to inform the
user when an application is asking a permission at
run-time is introduced and, finally, in last section con-
clusion and future research directions are drawn.
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2 MODEL CHECKING AND
MU-CALCULUS LOGIC
BACKGROUND

Verification of a software or hardware system involves
checking whether the system in question behaves as
it was designed to behave. Formal methods have
been successfully applied to safety-critical systems.
One reason is the overwhelming evidence that formal
methods do result in safer systems. In this paper, we
show that formal methods are extremely well-suited
to spyware detection. First of all, in this section we
recall some basic concepts.

Model checking is an formal method for determin-
ing if a model of a system satisfies a correctness spec-
ification (Clarke et al., 2001). A model of a system
consists of a labelled transition system (LTS). A spec-
ification or property is a logical formula. A model
checker then accepts two inputs, a LTS and a tempo-
ral formula, and returns frue if the system satisfies the
formula and false otherwise.

A labelled transition system comprises some num-
ber of states, with arcs between them labelled by ac-
tivities of the system. A LTS is specified by:

e A set S of states;
e A set L of labels or actions;
o A set of transitions 7 C S X L x S.

Transitions are given as triples (start,label,end).
In this paper, to express proprieties of the system
we use the modal mu-calculus (Stirling, 1989) which

is one of the most important logics in model checking.

The syntax of the mu-calculus is the following,
where K ranges over sets of actions (i.e., K C L) and
Z ranges over variables:

ou=tt[fE|Z|oAQ|oVe|[K]Q|(K)Q|VZ.0|uZ.@

A fixpoint formula may be either uZ.¢ or vZ.¢ where
uZ and vZ binds free occurrences of Z in ¢. An oc-
currence of Z is free if it is not within the scope of a
binder uZ (resp. vZ). A formula is closed if it con-
tains no free variables. uZ.@ is the least fixpoint of the
recursive equation Z = @, while vZ.@ is the greatest
one. From now on we consider only closed formulae.

Scopes of fixpoint variables, free and bound vari-
ables, can be defined in the mu-calculus in analogy
with variables of first order logic.

The satisfaction of a formula ¢ by a state s of a
transition system is defined as follows:

e Each state satisfies tt and no state satisfies f£f;

o A state satisfies @1 V @2 (91 A @y) if it satisfies @
or (and) @;. [K] @ is satisfied by a state which, for
every performance of an action in K, evolves to a
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state obeying @. (K) @ is satisfied by a state which
can evolve to a state obeying ¢ by performing an
action in K.

For example, (a) @ denotes that there is an a-
successor in which ¢ holds, while [a] @ denotes that
for all a-successors ¢ holds.

The precise definition of the satisfaction of a
closed formula ¢ by a state s (written s = @) is given
in Table 1.

A fixed point formula has the form uZ.¢ (vZ.¢)
where uZ (vZ) binds free occurrences of Z in @. An
occurrence of Z is free if it is not within the scope of
a binder uZ (vZ). A formula is closed if it contains
no free variables. uZ.@ is the least fix-point of the
recursive equation Z = @, while vZ.¢ is the greatest
one.

A transition system 7 satisfies a formula ¢, writ-
ten 7 = ¢, if and only if ¢ = ¢, where ¢ is the initial
state of 7.

We will use the following abbreviations:

(ogyeoy0) 0 = ({oug,...,0,}1) 0
(=)o = (L)

(K)o = (L-K)¢
[0{‘17" 70{%]‘1) = [{0(‘17 .,OC,,}](I)
-] = [L]¢
[-K]¢ = [L—K]}

Some examples of logic properties are now pro-
vided. The simplest formulae are just those of modal
logic:

(o) tt
means that “there exists a transition labelled by the
action o

If we use the two different fixpoints, we obtain the

following formulae:

uzZ. o Z:
VY. (@)Y :

We can then add a predicate p, and obtain the for-
mula:

VY. pA{o)Y
saying that “there is an infinite sequence of -
transitions, and all states in this sequence satisfy p”.
With two fixpoints, we can write fairness formu-
lae, such as:

VY uX.(pA{a)Y) V(o)X

meaning that “on some o-path there are infinitely
many states where p holds”.
Changing the order of fixpoints we obtain:

“all the sequences of oi-transitions are finite”.
“there is an infinite sequence of o-transitions”.
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Table 1: Satisfaction of a closed formula by a state.

plE ff
Pl tt
pEoAY iff PE®andp vy
pEOVY iff pPEQorplEY

pE[Klre iff

pE (Kre iff

pEVZ.e iff

pEUZ.@ iff
where:

e for each n, vZ".¢@ and uZ".¢@ are defined as:
vZ%.0 =tt

vZ'tl o =o[vZ".9/Z]

Vp' Vo€ K.p—skug p implies p' = ¢
IpdoeeK.p-Sskupp and p' = @
pEvZ'.eforalln

p | uZ".@ for some n

uz’. = £f
HZ" .o = oluz".¢/Z]

where the notation @[y /Z] indicates the substitution of y for every free occurrence of the variable Z in ¢.

uX VY. (pA{o)Y) V(o) X

saying “on some o-path almost always p holds.”

In this paper, we use CAAL (Concurrency Work-
bench, Aalborg Edition) (Andersen et al., 2015) as
formal verification environment. It is one of the most
popular environments for verifying systems. In the
CAAL the verification of temporal logic formulae is
based on model checking (Clarke et al., 2001).

3 THE METHODOLOGY

The proposed method is aimed to detect whether a
sensitive permission is invoked by exploiting model
checking with the aim to alert the user whenever the
permission is invoked at run-time.

In this section, we present the application of a
model checking based approach to detect run-time
permission invocation in Android environment. As
stated in the introduction, we are focused on An-
droid samples with the ability to use the internet
connection, the device camera and microphone to
record audio. We describe mobile applications by
exploiting Milner’s Calculus of Communicating Sys-
tems (CCS) (Milner, 1989) language specification
and express behavioural properties using mu-calculus
branching temporal logic (Stirling, 1989). The
methodology, as explained in previous works (Bat-
tista et al., 2016; Canfora et al., 2018; Cimitile et al.,

2018; Mercaldo et al., 2016a; Fasano et al., 2019a;
Bernardeschi et al., 2019), is based on two main steps.

Figure 1 shows the proposed methodology main
architecture.

The first step generates a CCS specification start-
ing from .class files of the analyzed application writ-
ten in Java Bytecode. Then, we define a Java
Bytecode-to-CCS transformation function. This is
defined for each instruction of the Java Bytecode. It
directly translates the Java Bytecode instructions into
CCS process specifications. The second step aims
to investigate Android application behaviours which
are successively expressed using mu-calculus logic.
We specify the set of properties starting from cur-
rent literature (Zhou and Jiang, 2012; Mercaldo et al.,
2016b) and with the manual inspection of a few sam-
ples. The CCS processes obtained in the first step are
then used to verify the properties. Codes described as
CCS processes are first mapped to labelled transition
systems and then verified with a model checker. In
our approach, we invoke the Concurrency Workbench
of New Century (CWB-NC) (Cleaveland and Sims,
1996) as formal verification environment. When the
result of the CWB-NC model checker is true, it means
that the sample under analysis is malicious, false oth-
erwise. We formulated logic rules from the follow-
ing characterizing behaviours (typical in mobile ap-
plications): (i) the exploitation of an internet connec-
tion, (ii) the request to use the device camera, (iii) the
request to use the device microphone to record au-
dio. The distinctive features of our methodology are:
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Figure 1: The proposed methodology.

(i) the use of formal methods; (ii) the inspection on
Java Bytecode and not on the source code; (iii) the
use of static analysis; (iv) the capture of malicious
behaviours at a finer granularity. Summing up the
methodology, starting from the Java Bytecode appli-
cation files, we derive CCS processes, which are suc-
cessively used for checking properties expressing the
most common behaviours exhibit by the family sam-
ples. Performing automatic analysis on the Bytecode
instead of the source code has several advantages: (i)
independence of the source programming language;
(ii) identification of malicious payload without de-
compilation even when source code is lacking; (iii)
ease of parsing a lower-level code; (iv) independence
from obfuscation (Canfora et al., 2018; Cimitile et al.,
2018).

In the follow we show a couple of code snippet we
analysed to formulate the temporal logic properties
for the detection of run-time permissions.

Let us the consider the code snippet shown in Fig-
ure 2.

This snippet is belongong to a sample identified by
the da298299c164d2584c4fee96e205bae59¢35593b
SHA-1 hash i.e., the WhatsApp Messenger app >
one of the most famous app to send and receive
messages, calls, photos, videos, documents, and
Voice Messages using the 4G/3G/2G/EDGE connec-
tion or Wi-Fi, as available. In detail the snippet
shown in Figure 2 is related to the Java code of the
Al method of the VoipActivityV2 class belonging to
the com.whatsapp.voipcalling package. In the snip-
pet there are two permission invocations: the first
one is the request for audio recording (i.e., the an-
droid.permission.RECORD_AUDIO request) and the

3https://play.google.com/store/apps/details ?id=com.
whatsapp&hl=it
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second one is the permission to use the device camera
(i.e., the android.permission. CAMERA request).

With the aim to consider another run-time request
permission, let us consider the code snippet in Figure
3.

The  snippet in  Figure 3 is re-
lated to a sample identified by the
210301 1c9f7e34ad46d9a26ef47d54b38a4caa49
SHA-1 hash i.e., the Yahoo Weather app*, one of the
most widespread app for hourly, 5-day, and 10-day
forecasts with details about wind, pressure, and
chance of precipitation. In detail the snippet in Figure
3 is related to the Java code of the X method of the
bv class. In this snippet, in the 4-th row, there is
the invocation of the android.permission.INTERNET
permission. Both the analised applications were
downloaded from the APKCombo repository”.

Starting from the snippets in Figures 2 and 3,
we propose several formulae: the first one (i.e., V)
aimed to detect whether there is a request for the an-
droid.permission.RECORD_AUDIO permission, the
second one (i.e., ) aimed to detect whether there
is a request for the android.permission. CAMERA
permission. The third formula, i.e., ¢ is aimed
to verify whether there is a request for the an-
droid.permission.RECORD_AUDIO or for the an-
droid.permission. CAMERA permission. The last for-
mula i.e., {, is related to the invocation of the an-
droid.permission.INTERNET permission at run-time.

The v, i, ¢ and { are satisfied whether at least in
one method of the application under analysis there is
an invocation of the considered permission.

The output of the proposed methodology is the list

“https://play.google.com/store/apps/details?id=com.
yahoo.mobile.client.android. weather&hl=it
Shttps://apkcombo.com/
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boolean AlI(UserJid varl, boolean var2, int var3) {

this.A0i();
int vard = this.A
boolean var5s
(var4
vars

b

label2e: {
(var2) {

1P.AR1("android.permission.RECORD_AUDIO");

vard4 = this.A1P.A@1("android.permission.CAMERA");

var2 = true;
(var4d 8) {
label2e;

(!var2 vars) {

true;

{

PermissionDialogFragment varé
Bundle();

Bundle var?7

PermissionDialogFragment();

var7.putString("jid", varl.getRawString());
var? .putBoolean("microphone", var5s);
var?7.putBoolean("camera", var2);

var? .putInt("request_code", var3);

varé.A8J(var7);
083 varsg

this.A@7().A07();

varg.Ae8(e, varé, "permission_request", 1);

varg.Ae7();
fal

"3

Figure 2: A code snippet belonging to the WhatsApp Messenger application.

of packages, classes and methods where the consid-
ered permission is invoked.

4 EXPERIMENTAL ANALYSIS

In this section, we describe the data-set used in the
experimental evaluation and we present the achieved
results.

4.1 The Data-set

To evaluate the proposed methodology to detect
sensitive permission request we consider a data-
set of real-world Android application obtained
from the Google Play store®. To this aim, we
crawled 200 applications from the official An-
droid market belonging to several categories. In
particular, within the data-set, 50 applications re-
quire the android.permission. RECORD_AUDIO

Shttps://play.google.com/store/apps

permission, 50 applications require the an-
droid.permission.CAMERA permission, 50 ap-
plications require the android.permission.INTERNET
permission at run-time. The remaining 50 applica-
tions do not require these permissions at run-time.

4.2 Performance Evaluation

We consider four metrics in order to evaluate the
results of the classification: Precision, Recall, F-
Measure and Accuracy.

The precision has been computed as the propor-
tion of the examples that truly belong to class X
among all those which were assigned to the class. It
is the ratio of the number of relevant records retrieved
to the total number of irrelevant and relevant records
retrieved:

tp
tp+fp

Precision =

where fp indicates the number of true positives
and fp indicates the number of false positives.
The recall has been computed as the proportion
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boolean X() {
aw.e();
boolean varl;

(!jm.a(this.e.c, "android.permission.INTERNET")) {
aop.a().a(this.e.f, this.e.i, "Missing internet permission.",

"Missing internet permission");

varl = false;

varl true;

.e();

(!jm.a(this.e.c)) {

aop.a().a(this.e.f, this.e.i, "Missing AdActivity with android:configChanges",
"Missing AdActivity with android:configChanges");

varl false;

(!varl this.e.f null) {
this.e.f.setVisibility(®);

varl;

Figure 3: A code snippet belonging to the Yahoo Weather application.

of examples that were assigned to class X, among all
the examples that truly belong to the class, i.e., how
much part of the class was captured. It is the ratio of
the number of relevant records retrieved to the total
number of relevant records:

Recall = lp;ﬁ

where fp indicates the number of true positives
and fn indicates the number of false negatives.

The F-Measure is a measure of a test accuracy.
This score can be interpreted as a weighted average
of the precision and recall:

2% PrecisionxRecall

F-Measure = Precision+Recall

The Accuracy is defined as the ratio of number
of correct predictions to the total number of input
samples:

tp+in

Accuracy = W

where #p indicates the number of true positives,
indicates the number of true negatives, fp indicates the
number of false positives and fi indicates the number
of false negatives.

Table 2 shows the results we obtained for the com-
puted metrics.

Table 2: Classification Results.

Formula Precision Recall F-measure Accuracy

¢ 1 1 1 1
4 1 1 1 1
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From the results shown in Table 2 it emerges
that for both the ¢ and the { formulae, the proposed
methodology is able to correctly detect and localize
the code snippet where a permission is invoked at run-
time.

S TOOL DESIGN

In this section we describe the design of the tool we
propose to inform the user about the permission that
the code running on its mobile device is requiring (see
Figure 4).

Starting from the output of the analysis of the pro-
posed method, the idea is to advise - at run-time - the
user, by showing her the permission that the Android
operating system is releasing, as shown in Figures 5
and 6.

Through a reverse engineering process (Fasano
et al., 2019c; Cimitile et al., 2017; Martinelli et al.,
2018) from the Android application the source code
of the application under analysis is obtained.

From the output of the proposed methodology
(shown in Figure 1) the set of the methods with run-
time permission is obtained: in particular from the
proposed methodology we are able to obtain the pack-
age, the class and the method where a permission is
invoked at run-time. In each of these methods a Toast’
is added. In Android, a Toast is a graphical interface
element able to provide simple feedback about an op-

7https://developer.android.com/guide/topics/ui/
notifiers/toasts
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@O

‘ Sensitive permission ‘
Request Localisation

goe 0

" Android ‘ Reverse ‘ ‘ Toast ‘ ‘ Building ‘ Injected
App Engineering Injection Injected App Android App

Figure 4: The tool design.

eration in a small popup. It only fills the amount of
space required for the message and the current activ-
ity remains visible and interactive and automatically
disappears after a timeout.

Once the small popups for each method invoking
at run-time a permission are injected, the application AntOnel Ia Sa ntone
is built with the aim to obtain the app executable. In
this way the user can be advised each time the app is
asking for a permission at run-time.

To show how the designed tool can be helpful to
make aware the user about the permissions requested
by the application, we show two screenshots about
two different applications (i.e, Whatsapp Messenger
and Yahoo Weather) when the Toasts are injected. In
these examples we manually injected the Toast in the
code localised by the proposed methodology, with the
aim to show the usefulness of the designed tool ex-
ploiting the methodology proposed in this work.

Figure 5 shows the Whatsapp Messenger screen
when the user is trying the make a voice call.

From the screenshot in Figure 5 it is pos-
sible to see the injected Android Toast advising
the user that the app is requiring for the an-
droid.permission.RECORD_AUDIO permission.

The second screenshot we propose is related to the

Yahoo Weather application and it is shown in Figure
6.

lliad %< 17,7 K/s © Sall B2 14:46

v {O CHIAMATA VOCALE WHATSAPP

CHIAMATA IN CORSO

The screenshot in Figure 6 is related to the home

screen of the device, where it is visible to Yahoo ‘D &
Weather widget. In Android, widgets are miniature

application views that can be embedded in other ap-

plications (for instance the Home screen) and receive Y O

periodic updates. Clearly also widget can ask for run-

time permission, as in this case: in fact when the Figure 5: A screenshot of the WhatsApp application when
user try to update the weather information, the wid- ;Zguzgtig‘”d'p” mission.RECORD AUDIO permissions is

get is requiring the android.permission. INTERNET as
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Figure 6: A screenshot of the Yahoo Weather application
when the android.permission. INTERNET permission is re-
quested.

demonstrated by the message appeared in the Toast.

6 CONCLUSION AND FUTURE
WORK

In this paper, we proposed a static methodology
aimed to detect the usage of run-time permission
in Android environment. We model Android appli-
cations in term of CCS models and, by exploiting
model checking technique, we verify whether a set of
permission in invoked. In this work we focused on
three permissions i.e., android.permission. CAMERA,
android.permission.RECORD_AUDIO  and  an-
droid.permission. INTERNET permissions. We
experiment a data-set composed by 200 applications
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downloaded by Google Play, obtaining an accuracy
equal to 1. Moreover we propose a tool, based on the
results obtained by the proposed methodology, aimed
to inform the user at run-time when an application is
asking for permissions.

As future work, first of all we plan to implement
and to release the designed tool in the Android official
market. Moreover, we plan to extend the temporal
logic formula set (Francesco et al., 2014; Ceccarelli
et al., 2014; Cimitile et al., 2018; Canfora et al., 2018;
Santone, 2002; Santone, 2011; Barbuti et al., 2005;
Gradara et al., 2005), with the aim to detect the full
set of permission provided at run-time by the Android
framework.
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