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Abstract: 3D video applications are being more favourable for observers as their requirements to receive and display
3D videos become more available recently. Therefore the demand for more processing power and bandwidth
is increasing to stream and display 3D multimedia services in either the wired or wireless networks. Since
channel failure has been always as an integral part of communication between a receiver and transmitters, a
robust method of video streaming is always a hot topic for researchers. To make robustness against failure
more stronger, it needs to increase redundancies however it destroys the coding and compressing efficiency.
Therefore there is a trade-off problem between the coding efficiency and robustness of the stream. Among
different methods of reliable video streaming, this paper introduces a new reliable 3D video streaming using
hybrid multiple description coding. The proposed multiple description coding creates 3D video descriptions
identifying interesting objects of the scene. To this end, a map for the region of interest is extracted from the
depth map image first with a not complex algorithm compared to the available machine learning algorithm.
Having realized region of interest, the proposed hybrid multiple description coding algorithm creates the de-
scriptions for the color video using the advantages of both spatial and temporal multiple description coding
methods; To this end, a non-identical decimation method concerning the identified objects assigns more band-
width to those objects; second, background quality is improved with the temporal information. This way, first,
the proposed method provides better visual performance as the human eye is more sensitive to objects than it
is to pixels; second, the background is reconstructed with higher quality as it usually has a low movement and
temporal information is a better choice to estimate the lost information. The objective test results verify the
fact that the proposed method provides an improved performance than previous methods.

1 INTRODUCTION

3D displays have been favourable among customers
since a very long time ago, from 1922 that ”The
Power of Love” was shown as the first 3D public dis-
play. This is because of enhancing objects’ realiza-
tion that a 3D video can produce; however, 3D video
display was limited to the public displays due to ei-
ther hardware or software limitations. To make the
3D display more predominant, video production com-
panies and researchers have made their effort to miti-
gate such physical or processing limitations. Thanks
to new hardware and software technological achieve-
ments, nowadays everyone has access to multimedia
services everywhere using mobile devices. Therefore
the demand for multimedia services is growing every
day and the need for more bandwidth or a more ef-
ficient streaming method especially for 3D videos is
highlighted.

As described by Smolic and Kimata in (Smolic
and Kimata, 2003), a 3D video is ”geometrically cal-
ibrated and temporally synchronized video data”. In
other words, a 3D display needs more resources such
as bandwidth, processing power, and storage as the
depth information needs to be streamed in addition to
the colour image (Calagari et al., 2017). As the main
core of the current 3D video encoding methods re-
lies solely on 2D video coding standards, the lack of
a specific 3D video coding standards is more sensi-
ble; Therefore, quite a few researches have been con-
ducted to stream 3D videos more efficiently for many
different applications and scenarios.

Generally, a video sequence needs to be encoded
efficiently before streaming to save bandwidth as
much as possible. In addition to the 2D video encod-
ing algorithms, 3D video encoding algorithms need
to be applied to remove inter-views correlation (As
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2D video encoding algorithms removes only the spa-
tial and temporal redundancies) (Chen et al., 2016).
After compression, the video sequence streamed to-
ward the receiver that can be from one or more dif-
ferent communication channels. Since various chan-
nels may deal with different reliability conditions, the
video sequence may fail to be decoded and displayed
successfully. Therefore, a robust streaming method is
required to avoid such failure especially for the com-
munication channel with a large variance of noise. As
described in (Kazemi et al., 2014; Rahimi and Joslin,
2018), multiple description coding is a favourable
method to stream video sequence reliably when the
variance of noise is so large to use forward error cod-
ing (FEC) to correct the failure; however, there are
several joint MDC and FEC algorithms that are not
our method of choice because of its complexity and
also assuming the variance of noise is too large to use
FEC.

An MDC method partitions a video stream into
several separately decodable descriptions and then
they are streamed through the network. This way,
first, if enough resource (for example bandwidth) is
not available to receive all descriptions successfully,
a subset of all descriptions can be received and de-
coded; so, It can be said that at least a lower qual-
ity version of the original video is available and will
be displayed. Second, errors that happen in one
or more descriptions can be fixed considering other
error-free descriptions. These two advantages make
MDC method as a powerful strategy to avoid packet
failure in multimedia communication for either wired
or wireless networks (Kazemi, 2012; Padmanabhan
et al., 2003).

In contrast to the error resiliency aspect of the
MDC method, the coding efficiency will be degraded
since each description needs to be included some ex-
tra information as the header(Baccaglini et al., 2010).
The cost of decreasing in compressing ratio is un-
avoidable as each description needs to be separately
decodable. Although, that is not the only cost and the
compressing ratio is decreasing more as the data in
each description is not as dependent as it was in the
original description. Therefore the differential pulse
code modulation(DPCM) technique used by the en-
coder is not as efficient as it was before. To increase
the coding efficiency, more correlated data is required
to be assigned in one description, however, this weak-
ens the estimation power of a missed description
from other available descriptions. Therefore, there is
an error resiliency-coding efficiency trade-off prob-
lem(Kazemi et al., 2014; Rahimi and Joslin, 2018).

The domain that is chosen for the partitioning
video data determines the type of an MDC method,

that can be spatial, temporal, or frequency type. It
is worth mentioning among various MDC types, the
temporal MDC is more common since it is very sim-
ple and provides better performance. However, when
the noise variance is very large and more than two de-
scriptions are required, its performance degraded dra-
matically and other MDC types are more favourable.
In this paper, we proposed a hybrid MDC method
that gains from both spatial and temporal MDC types’
benefits.

This remain of this paper organizes as follows:
a brief literature review and our motivation are pre-
sented in Section 2. Then, the proposed method will
be introduced in Section 3 and afterward, test results
will be presented and discussed in Section 4. Finally,
we have a brief review of our achievement in Sec-
tion 5.

2 STATE OF THE ART

Generally, temporal MDC type is more favourable
since it is very simple to implement and also it pro-
vides a better performance against the network failure
compared to the spatial or frequency MDC methods;
however, the temporal MDC approach is more sensi-
tive to the variance of the noise and also coding ineffi-
ciency is more severe for a temporal MDC type when
the number of descriptions is more than two(Kazemi
et al., 2014). Also, to have the best estimation power,
a temporal MDC predicts the lost frame bidirection-
ally and therefore an MDC decoder needs to receive
the later frame to predict the corrupted frame. This
may cause it unsuited for applications that ”time” is
very important and initially are designed to support
live streaming (Rahimi and Joslin, 2018).

The second option is to use spacial MDC type as
it is simple to implement and needs a decoder with
lower complexity compared to the frequency MDC
type; however, the quality of reconstruction of lost de-
scription is lower than the temporal MDC type. To
improve its performance a nonidentical decimation
algorithm has been proposed in (Rahimi and Joslin,
2018) which is designed initially for 3D videos and
does not increase complexity significantly as required
for a live streaming application. By this algorithm,
interesting objects in the scene are detected, first, and
then, they are assigned more bandwidth compared to
other parts which are mainly the background. In ad-
dition to improvement measured by the objective as-
sessment presented in that work, it can also provide
much better performance in view of subjective assess-
ment; because human eyes are more sensitive to the
objects rather than that of pixels and it is more im-
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portant to have a high-quality reconstruction of ob-
jects rather than each pixel of the frame; although, the
background is reconstructed with a very low quality.

This paper proposed a hybrid solution to have a
better performance for both interesting objects and
also background in a very noisy environment com-
pared to the current methods. In the proposed method
background is streamed using a temporal MDC type
while objects are streamed using the spatial MDC pre-
sented in (Rahimi and Joslin, 2018). On the other
hand, since the background of a frame is the part that
has lower movement therefore having adjacent frames
can improve the performance of reconstruction for the
background, significantly. It is worth mentioning due
to the low movement of the background there is also
no need to predict the lost frame bidirectionally and
having the previous frames is sufficient enough to es-
timate the lost frame. The proposed method will be
described in more detail in the next section.

3 PROPOSED METHOD

This section aims to describe the proposed MDC
method which is useful for the unreliable communi-
cations with a large variance of noise. Our method of
choice, briefly, combines the temporal MDC method
with the spatial MDC method presented in (Rahimi
and Joslin, 2018) with some modifications. As de-
scribed in (Rahimi and Joslin, 2018), descriptions are
created by a non-identical decimation algorithm and
stream toward the receiver to increase the quality of
reconstruction for the interesting objects. To this end,
interesting objects are defined as objects that are on
focus when the video is recorded and called Region
of Interest (RoI). It is worth mentioning that to avoid
an excessive increment in total required bandwidth,
the method presented in (Rahimi and Joslin, 2018) de-
creases the bandwidth assignment for the background.

Figure 1 shows the block diagram of the proposed
method. As can be seen in the Figure 1, in the first
step the ROI map is extracted using the depth map
image. This process will be explained in detail in
Section 3.1; then, the descriptions are created as ex-
plain in Section 3.2. In the next step, descriptions are
modified temporally and spatially as described in Sec-
tion 3.3.

3.1 ROI Map Extraction

To be able to create the description, the encoder needs
to extract RoI map. To this end, each frame of the
depth map image is searched for RoI, first, and then
descriptions are created with more emphasize on the

RoI area. Therefore, RoI decoded with higher quality
causing an increase in the quality of experience; be-
cause human eyes are more sensitive to objects rather
than pixels. Additionally, pixels of an object have
more similar values compared to pixels of different
objects either in the colour image or the depth map
image. Since pixels of an object are assigned to one
description, each description is compressed more ef-
fectively.

As mentioned earlier, RoI of a frame defines as
those parts of the frame that is usually on focus dur-
ing recording. On the other hand, the depth infor-
mation of an object includes low-frequency content
data as an object can only locate in one place at a
time. Therefore, the RoI can be extracted by filter-
ing low-frequency parts of the frame which are not
also located very far from the camera. To this end,
we are using the hierarchical block division (HBD)
algorithm presented in (Rahimi and Joslin, 2018) to
find areas with similar depth values (which indicated
as low-frequency data). The metric used in this paper
to extract RoI map is Coefficient of Variation(CoV)
which outperform Variance as shown by simulation
results presented in (Rahimi and Joslin, 2018). It is
worth mentioning that CoV is defined as the ratio of
the standard deviation to the mean (Curto and Pinto,
2009) and calculated by the following equation for
each block:

CoV Bl
k =

σ
Bl

k

µBl
k
, (1)

where Bl
k stands for kth block in lth iteration of HBD

algorithm; k can vary from one to the total number
of blocks in each iteration . For example in the first
iteration, the total number of blocks is one. We will
talk more about the range of l and k later. σ

Bl
k and

µBl
k are also the standard deviation and the average

of kth block in lth iteration of the depth map image ,
respectively, i.e.:
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where NBl
k and MBl

k are the number of columns
and rows of Bl

k, respectively and d
Bl

k
i j is the depth value

of the pixel located at column i and row j of Bl
k.

Generally, CoV of a block is a positive value varies
from zero to infinity. As discussed in (Mirahsan et al.,
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Figure 1: Block diagram of the proposed method.

2018) and (Mirahsan et al., 2014), CoV can be used as
a measurement tool of the level of the heterogeneity
or clustering for a random process. They showed that
a realization of a process with super-Poisson char-
acteristic results in CoV greater than one, with sub-
Poisson characteristic results in CoV less than one,
and with Poisson characteristic results in CoV equals
one. Because the depth values of all pixels for an ob-
ject are very similar, the CoV metric can be used as
a benchmark metric to determine the level of cluster-
ing and consequently objects in the depth map image.
It is worth mentioning that they are many neural net-
work or learning algorithms to extract objects; how-
ever, having very complex algorithms make them un-
practical for live stream application. Moreover, those
algorithms need to be trained first to be able to rec-
ognize specific objects, while the proposed algorithm
does not require training.

HBD algorithm separates the low-frequency parts
of the frame by extracting out the blocks that have
CoV of smaller than one in each iteration. To this
end, the HBD algorithm considers each depth map
image as one block initially and then decides to con-
tinue or stop the block division process. If CoV value
is greater than one (and usually it is in the first itera-
tion), then the block is portioned into four left/right-
top/bottom equal size blocks. This means the total
number of blocks increases from one in the first itera-
tion to four in the second iteration. This process con-

tinues until all blocks have CoV values less than one
or it is not possible to partition the block anymore (i.e.
the block’s size is 2× 2). At the end of this process,
each frame has several small, medium, and large size
blocks with different CoV values.

As discussed in (Rahimi and Joslin, 2018), the
HBD algorithm is stopped for about 5% to 9% of the
entire depth map image of the test video sequences
after the second iteration and also it is stooped for
about one-third of the depth map image of both test
videos after the third iteration. As argued in (Rahimi
and Joslin, 2018), the results show that the HBD algo-
rithm does not give rise to a high load of calculation.

As explained earlier, now the blocks with CoV
less than one are considered as RoI and their top-
left pixel’s position plus their size are recorded as
the depth map image. Having known the RoI map,
encoder begins the process of creating descriptions
which explained in the next subsection.

3.2 Description Creation

To create the description, each frame is partitioned
spatially into for parts using poly-phase sub-sampling
(PSS). To this end, from every adjacent 2× 2 pixels,
each description includes one pixel. The PSS process
is shown in Figure 2. As shown in Figure 2, descrip-
tions one, two, three and four include top-left, top-
right, bottom-left, and bottom-right pixel of every ad-

3D Video Spatiotemporal Multiple Description Coding Considering Region of Interest

477



Figure 2: Polyphase SubSampling process: Z1
H and Z1

V are
horizontal and vertical shift, respectively.

jacent 2× 2 pixels, respectively. It should be noted
that this process is done separately for the colour im-
age and the depth map image.

3.3 Description Modification

At this step, each description is modified in a way
so that RoI is assigned more bandwidth when it
streamed. It is worth mentioning that such modifi-
cation is done in both temporal and spatial domains
described in Section 3.3.1 and Section 3.3.2, respec-
tively. In more detail, the spatial modification en-
hances only RoI part resolution and the temporal
modification augments only not Roi part in which
mainly includes background.

It is worth mentioning, for the depth map image
the proposed method uses only the spatial modifica-
tion process. This is because the quality of recon-
structed depth map image frames using only spatial
modification is high enough and there is no need to
increase the complicity of the proposed method any-
more. As shown in (Rahimi. and Joslin., 2018;
Rahimi and Joslin, 2017), only spatial modifica-
tion improves PSNR assessment of the reconstructed
video about 8-10 dB for using test video sequences.

3.3.1 Spatial Modification

The main goal of this part is to increase the redun-
dancy of each description to make it robust enough to
avoid failure in the strong noisy environment. An in-
crease in redundancy needs to be proportional to the
importantness of the block. As discussed earlier, it
has been assumed the most important part of a frame
is that part that is in focus when the video is recorded.

Now, when the HBD algorithm finishes if a bock
is part of RoI, its resolution is increased from one-
fourth to full resolution otherwise its resolution is

kept as it was before. Such modification affects the
video in two ways:
• First, since human eyes are more sensitive to ob-

jects rather than pixel it can provide a better qual-
ity of experience as such main objects are recon-
structed with better quality.

• Second, since pixels values of an object, are usu-
ally similar and due to the use of differential pulse
code modulation (DPCM) in the encoder, increas-
ing the resolution of an object does not increase
the volume of encoded description significantly.
It should be noted that such modification is only

applied to color image frames. As the RoI part in-
cludes pixels with very low variations of the depth
map image, a reverse spatial modification needs to be
applied on depth map image frames. This means the
resolution of the non-RoI part is increased from one-
fourth to full resolution and the resolution of the RoI
part remains unchanged.

3.3.2 Temporal Modification

With the spatial modification process, only main ob-
jects can be reconstructed with high quality and back-
ground objects are reconstructed with low quality. It
is worth mentioning that background is the part of a
frame that usually has low movement and therefore a
missed pixel can be predicted more accurately from
the pixel located at the same position from the ad-
jacent frames instead of looking surrounding pixels
at the same frame. Figure 3 show how the tempo-
ral modification process augments each description
information. As shown in Figure 3a for every four
frames each description increase the resolution of not
RoI part to the full resolution. For example, in de-
scription one, only frames 1,5, ... have full resolution
information of the background. To avoid a huge in-
crease in the volume of data in each description, the
first and third frames after the full resolution frame are
completely dropped from each description and they
are predicted from the adjacent frames. Because of
the low movement of background, the missed frame
can be reconstructed with higher quality than it was
before (as presented in (Rahimi and Joslin, 2018)).
Again, such temporal modification only applies to the
color image.

4 SIMULATION RESULT

For the evaluation of the proposed algorithm, this
paper carried out several tests using two stereo-
scopic video sequences with the format of DVD-
Video PAL(720×576), called video ”Interview” and
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(a) Temporal decimation algorithm.

(b) Temporal multiple description coding.

Figure 3: Temporal modification process: Figure 3a shows
the temporal decimation process (green: full resolution, yel-
low: as was before, red: dropped) and Figure 3b describes
how descriptions ar created.

Figure 4: Reference frame stricture of the H.264/AVC en-
coder.

”Orbi”. Both test video sequences have chroma and
depth subsampling format as 4 : 2 : 2 : 4 (the last 4
shows the resolution of the depth map image). Each
sequence includes 90 frames and the frame rate is 30
frames per second (fps). The new algorithm is im-
plemented using H.264/AVC reference software, JM
19.0 (Heinrich-Hertz-Institut, 2015). To encode with
JM software, I frames are repeated every 16 frames
and only P frames are used between I frames as
shown in figure 4.

It is worth mentioning that for both test sequences,
the width of the depth map frame (720 = 24×32×5)
is not divisible after the fourth iteration. To have a fine
resolution for each block it is required to continue the
HBD algorithm for more iterations. Therefore, the
depth map frame resolution needs to modified from
576×720 to 512×768. It means that the last 64 rows
of pixels are cropped and newly added 48 columns are
zero-padded. This way the minimum possible block
size can be 2× 3 which is achieved after the eighth
iteration. Also, it should be noted that to simulate an
error-prone environment, it is assumed three descrip-
tions are lost during communication and the decoder
receives only one of four descriptions generated in the
encoder.

First, we apply the bi-directional temporal MDC
method and basic spatial MDC method applied to
both video sequences to compare the performance of
temporal and spatial MDC. Figure 5 shows the PSNR

assessment of both MDC types with two or four de-
scriptions. In this test, the colour image is partitioned
spatially and temporally into two, four descriptions
and streamed toward the receiver. In the decoder,
it is assumed that only one description is available
and others are missed. Then the missed informa-
tion is estimated from the available description. As
shown in Figure 5, temporal MDC performs much
better than spatial MDC in point of PSNR assess-
ment, however, spatial MDC is more robust to the
noise variation compared to the temporal MDC. As
can be seen in Figure 5 the slop of the graphs re-
lated to the spatial MDC for the large rate is approx-
imately zero while the slope for the temporal MDC
is not zero. This means that temporal MDC is more
sensitive to the noise compared to spatial MDC. Also,
It should be noted that these results are the average
PSNR assessment of all 90 frames. In fact, the suc-
cessfully received frames are decoded with a PSNR
assessment around 54 dB for the large rate while the
missed frames are decoded with PSNR about 37 dB.
So there is huge between the frame that received suc-
cessfully and the one estimated. In comparison, for
the spatial MDC, all frames are decoded with PSNR
assessment approximately 38 dB. It is worth mention-
ing that the test video sequence selected for this test
has very low movement and frames are very depen-
dent; therefore the temporal MDC provides much bet-
ter results. Moreover, in this test, the temporal MDC
is using both previous and next adjacent frames to re-
construct the missed frame that is not favourable for
the applications explained earlier. Therefore, the pro-
posed method is using the spatial MDC and also tries
to improve the performance by increasing the ROI
bandwidth and adding temporal information for the
not RoI parts.

Figure 6 and Figure 7 show the PSNR assessment
of the color image for video ”Interview” and ”Orbi”,
respectively. The graphs compare the performance of
the proposed method and previous methods. As can
be seen in Figure 6, the quality of the reconstructed
video of the test video sequence ”interview” is im-
proved by about 6 to 7 dB. First of all, this huge gap
is due to the very low movement of the background
that we have in this test video sequence; therefore
adding temporal information improves the PSNR as-
sessment significantly. As argued before, the slop of
PSNR assessment for the proposed method is smaller
than the slope of the temporal MDC and greater than
the slope of the spatial MDC presented in Figure 5; so
it is less sensitive to the noise variation compared to a
pure temporal MDC type. More importantly, the pro-
posed method provides better performance compared
to the spatial MDC type as we were looking for. In
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Figure 5: Temporal MDC vs. Spatial MDC performance
comparison for the video ”interview”.

Figure 6: PSNR assessment of the color image for video
”interview”.

Figure 7: PSNR assessment of the color image for video
”Orbi”.

Figure 7, we observe similar results for the test video
”Orbi”, however, the improvement is not as large as
the improvement achieved for the test video ”Inter-
view”. As shown in Figure 7, the proposed method
outperforms about 2 dB compared to previous meth-
ods.

As explained in Section 3, the proposed method
does not modify the algorithm presented in (Rahimi
and Joslin, 2018) for the depth map image because its
performance is high enough and there is no need to
increase the complexity of the proposed method. As

Figure 8: PSNR assessment of the depth map image for
video ”interview”.

Figure 9: PSNR assessment of the depth map image for
video ”Orbi”.

can be seen in Figure 8 and Figure 9, the PSNR as-
sessment of previous algorithm is more than 45 dB.
It is worth mentioning that in practice PSNR assess-
ment greater than 40 dB is high enough to have user
satisfaction. Therefore, we just reproduce the result
presented in (Rahimi and Joslin, 2018).

5 CONCLUSIONS

To have a reliable multimedia communication, it is
required to add redundancies before streaming the
multimedia service through the network. As argued,
MDC is one of the most favourable methods that
avoid multimedia services’ delivery failure and is our
method of choice in this paper. Current MDC meth-
ods usually create descriptions without considering
the content of the video. This paper proposes a hy-
brid spatial and temporal MDC methods considering
the content of the video. To this end, we first create
spatial MDC descriptions and then the spatial infor-
mation of ROI parts is augmented. Applying the spa-
tial modification on the simple spatial PSS, the RoI
part is decoded with higher quality and therefore the
quality of experience of users is increased. It is worth
mentioning that the proposed method can also provide
improved subjective assessment since human eyes are
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more sensitive to objects rather than pixels; however,
the non-RoI area, which is usually considered as the
background, is decoded with a lower quality. To fix
that, we also use the temporal MDC method in which
the lost information of the non-RoI area (which is usu-
ally background) is estimated from available temporal
information (previous frames). Since the background
region is part of the frame that usually has very low
movement compared to adjacent frames, the temporal
domain is a perfect choice to be used for the estima-
tion of lost data. The simulation results presented in
Section 4 verify our argument.
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