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Abstract: This paper proposes a recursive framework for raindrop removal in a vehicle camera video considering the
temporal consistency. Raindrops attached to a vehicle camera lens may prevent a driver or a camera-based
system from recognizing the traffic environment. This research aims to develop a framework for raindrop de-
tection and removal in order to deal with such a situation. The proposed method sequentially and recursively
restores a video containing no raindrops from original one that may contain raindrops. The proposed method
uses an output (restored) image as one of the input frames for the next image restoration process in order
to improve the restoration quality, which is the key concept of the proposed framework. In each restoration
process, the proposed method first detects raindrops in each input video frame, and then restores the raindrop
regions based on the optical flow. The optical flow can be calculated in the outer part of the raindrop region
more accurately than the inner part due to the difficulty of finding a corresponding pixel, which is the as-
sumption for designing the proposed method. We confirmed that the proposed framework has the potential for
improving the restoration accuracy through several preliminary experiments and evaluation experiments.

1 INTRODUCTION

Camera-based Driving Safety Support Systems
(DSSS) have an important role as key techniques for
reducing traffic accidents. One of the systems en-
ables a driver to clearly see the surrounding environ-
ment, for example, by adjusting the image quality
of a captured video and displaying the video on the
side/rearview mirror or the monitor of a navigation
system. Also, such a system detects objects and white
lines on a road, and provide a driver with information
according to the traffic scene.

One of the serious problems on such a system is
that, in a rainy day, raindrops attached to a camera
lens prevent a driver from recognizing the traffic en-
vironment. Raindrops could be obstacles and cause
the oversight of important objects such as pedestri-
ans. Attaching raindrops to a camera lens also causes
the unstable behavior of autonomous driving systems,
which may lead to fatal traffic accidents. It is nec-
essary to develop a raindrop removal technique for
both camera-based DSSSs and autonomous driving
systems.

As for the solution for raindrop removal, a wind-
shield wiper or an air spray can physically remove

raindrops. Such physical devices are, however, not
only difficult to be installed as add-on parts on a vehi-
cle, but also easy to be broken. This research focuses
on vision-based raindrop removal in a vehicle camera
video.

Many methods for image restoration under bad
weather conditions (e.g. fog and mist (Garg and Na-
yar, 2007; He et al., 2011; He et al., 2016), falling
rain and snow (Garg and Nayar, 2007; Barnum et al.,
2010)) have been proposed. They do not deal with
raindrops on the surface of a camera lens, and can-
not be directly applied to the task focused on this
research. Qian et al. proposed a method for rain-
drop removal from a single image (Qian et al., 2018).
The method can output an accurately-restored image.
However, it cannot restore an image perfectly in prin-
ciple, because it tries to restore from a single image,
and consequently, cannot use the information on ob-
jects occluded by raindrops for image restoration. Xu
et al. proposed a method for video inpainting (Xu
et al., 2019). The method restores each frame in an
input video considering temporal information, that is,
the consistency of the bidirectional optical flow be-
tween adjacent frames. Note that the method does
not detect obstacles (e.g. raindrops) but just inpaint
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manually-given missing regions.
This research tries to combine the methods de-

scribed above, and improve the accuracy of image
restoration. Accordingly, the method first detects
raindrops in each input image by using a method
based on the technique (Qian et al., 2018), and then
restores each image considering the temporal consis-
tency by using a method based on the technique (Xu
et al., 2019). Here, as described in Section 3, we con-
sider to use the output of the image restoration as a
part of the next inputs for the restoration process, con-
sidering the spatial distribution of the restoration con-
fidence. The proposed concept can gradually improve
the quality of the image restoration over time. We also
report experimental results that the proposed concept
has the potential for improving the image restoration.

2 RELATED WORK

This section summarizes the related work on raindrop
detection and image restoration.

2.1 Raindrop Detection and Removal
from a Single Image

Kurihata et al. have proposed a PCA-based method
for raindrop detection (Kurihata et al., 2005). The
method learns the various shapes of raindrops within
an eigenspace method, and detect raindrops by evalu-
ating the similarity of eigendrops.

Qian et al. have proposed a deep learning-based
method for raindrop removal. The method calcu-
lates an attention map and removes raindrops within
a Generative Adversarial Network (GAN) (Goodfel-
low et al., 2014). The attention map is used to guide
the discriminator to focus on the features of raindrops.
Qian et al. reported that the method could restore an
image accurately compared with other detection and
restoration method. As described in Section 1, the
method uses a single image.

Iizuka et al. have proposed a deep learning-based
method for image inpainting (Iizuka et al., 2017). The
method uses two types of classifiers, global and local
classifiers, in order to take the scene context into ac-
count. Liu et al. have also proposed a method based
on deep learning, which uses a partial convolution
layer to gradually complete the missing regions and
achieves the high accuracy of image restoration (Liu
et al., 2018). Although these methods are effective for
a single image, a method considering temporal con-
sistency is required for better image restoration accu-
racy.

2.2 Raindrop Detection and Removal
from a Video

You et al. have proposed a method for raindrop de-
tection and removal (You et al., 2015). The method
detects raindrops based on the temporal derivatives of
a video, and removes raindrops based on a blending
function and a video completion technique (Wexler
et al., 2004). They reported that the method per-
formed quantitatively better compared with the orig-
inal method (Wexler et al., 2004). The resultant im-
ages restored by the method was, however, blurred
and not accurate enough. Thus, further improvement
is required.

Xu et al. also proposed a deep learning-based
method, which is designed for video inpainting (Xu
et al., 2019). The method first estimates and restores
optical flow maps from an image sequence containing
missing regions, and then interpolates each input im-
age based on the restored optical flow. The method
achieved higher image restoration accuracy, com-
pared with other video inpainting methods (Huang
et al., 2016; Newson et al., 2014). Also, the method
can generate a visually-natural image for the complex
background. We thus study an accurate image restora-
tion method based on Xu’s method.

3 METHOD

The raindrop removal framework of the proposed
method is shown in Fig. 1. The proposed method se-
quentially and recursively restores a vehicle camera
video containing no raindrops from original one that
may contain raindrops. The proposed method uses
an output (restored) image as one of the input frames
for the next image restoration process in order to im-
prove the image restoration quality, which is the key
concept of the proposed framework. In each image
restoration process, the proposed method first detects
raindrops in each input video frame, and then restores
the raindrop regions by using a technique for deep
flow-guided video inpainting (Xu et al., 2019). The
technique restores an input video frame based on the
optical flow, and the optical flow can be calculated in
the outer part of the raindrop region more accurately
than the inner part due to the difficulty of finding a
corresponding pixel, which is the assumption for de-
signing the proposed method.

The overall framework and each step of the pro-
posed method are described below.
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Figure 1: Proposed framework for raindrop removal based on recursive image restoration.

3.1 Overall Framework for Raindrop
Removal

The proposed method restores a video frame contain-
ing no raindrops from its original adjacent frames,
as shown in Fig. 1. The proposed method extracts
video section between the (−3k)-th frame and the
(3k+ 1)-th frame, and takes them as an input frame
sequence. For example, in the case of k=5, 32 (=
3× 5+ 1+ 3× 5+ 1) frames in total are input to the
proposed method. The proposed method restores a
video frame of interest from the frame sequence in
the video section.

For the first input section [−3k,3k + 1],
the proposed method takes a frame sequence
f0 = ( f−3k, . . . , f0, . . . , f3k+1) as its input,
and makes its corresponding mask images
M0 = (M−3k, . . . ,M0, . . . ,M3k+1), which indicate
the missing regions (raindrop regions). Then, the
proposed method outputs restored image f ′0 from f0
with M0.

For the second input section [−3k+1,3k+2], the
proposed method uses the refined image generated
from the original f0 and the first output f ′0 for better
restoration accuracy.

Here, we assume that the quality of the image
restoration is different between the outer and the in-
ner areas of the restored region. That is, the outer
the area is, the better the restoration quality is, be-
cause the image restoration should be easier in the
outer part than the inner part. Thus, the proposed
method makes the refined image f ′′0 by synthesizing
the original inner part of f0 with the reliably-restored

outer part of f ′0, and also makes its corresponding
mask image M′′0 , as shown in Fig. 2. The proposed
method finally outputs a restored image f ′1 from f1 =
( f−3k+1, . . . , f ′′0 , f1, . . . , f3k+2) with its corresponding
mask images M1 =(M−3k+1, . . . ,M′′0 ,M1, . . . ,M3k+2).

In a similar manner, for the third input section
[−3k + 2,3k + 3], the proposed method uses the
first and the second outputs f ′′0 and f ′′1 instead of
f0 and f1. That is, the proposed method outputs
f ′2 from f2 = ( f−3k+2, . . . , f ′′0 , f ′′1 , f2, . . . , f3k+3)
with its corresponding mask images M2 =
(M−3k+2, . . . ,M′′0 ,M

′′
1 ,M2, . . . ,M3k+3).

In summary, the proposed method uses the re-
stored images with its corresponding masks instead
of the corresponding original ones. This recursive
framework can gradually improve the quality of im-
age restoration over time.

3.2 Raindrop Detection

The proposed method detects raindrops in each im-
age in the input section by using an Attentive Recur-
rent Network (ARN) (Qian et al., 2018). Although the
network was originally proposed for generating an at-
tention map toward raindrop removal, we consider to
directly use the output of the ARN as the result of
raindrop detection.

The network architecture of the ARN is shown in
Fig. 3. The network has four time steps, and each time
step is composed of three blocks: a five-layer ResNet
(He et al., 2016), a convolutional LSTM (Xingjian
et al., 2015), and a standard convolutional layer. The
output of the network is in the range of [0, 1]. The
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Figure 2: Process-flow of generating a refined image f ′′0 by synthesizing the original inner missing parts of f0 with the
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Figure 3: Architecture of the ARN (Qian et al., 2018) (In the proposed method, the output attention map is binarized to make
the mask image for an input image).

higher the value is, the more attentive the region is.
For each input image fi (i− 3k ≤ i ≤ i+ 3k+ 1), the
proposed method makes the binary mask Mi by bi-
narizing the output of the ARN, which indicates the
missing regions (raindrop regions) to be restored.

3.3 Image Restoration

The proposed method uses a Deep Flow Comple-
tion Network (DFC-Net) (Xu et al., 2019) in order
to restore a frame of interest fi in an input video
section [i− 3k, i + 3k + 1]. The DFC-Net is com-
posed of three subnetworks, and each subnetwork cal-
culates one restored optical flow map for each se-
quence of 2k+1 optical flow maps. An optical flow
map Fi,i+1 is first calculated from an input frame se-
quence fi = ( fi−3k, . . . , fi, . . . , fi+3k+1) with its corre-
sponding masks Mi = (Mi−3k, . . . ,Mi, . . . ,Mi+3k+1).
Here, missing (masked) regions in each frame of fi

are gradually completed and refined according to a
coarse-to-fine manner through the subnetworks. Fi-
nally, a frame of interest fi is restored based on the re-
fined optical flow Fi,i+1. For more details, the refined
optical flow Fi,i+1 is validated considering photomet-
ric consistency, and the pixel values in the missing
regions are filled based on the flow using a inpainting
technique (Yu et al., 2018).

The initial inputs for the first subnetwork
are forward and backward optical flow maps
F(0)

fi = (F(0)
i−3k,i−3k+1, . . . ,F

(0)
i,i+1, . . . ,F

(0)
i+3k,i+3k+1) and

F(0)
bi = (F(0)

i−3k+1,i−3k, . . . ,F
(0)
i+1,i, . . . ,F

(0)
i+3k+1,i+3k) cal-

culated by using FlowNet 2.0 (Ilg et al., 2017) in ad-
dition to mask images Mi. The first subnetwork then
outputs refined forward and backward optical flow
maps F(1)

f i = (F(1)
i−2k,i−2k+1, . . . ,F

(1)
i,i+1, . . . ,F

(1)
i+2k,i+2k+1)

and F(1)
bi = (F(1)

i−2k+1,i−2k, . . . ,F
(1)
i+1,i, . . . ,F

(1)
i+2k+1,i+2k).

The second subnetwork takes the outputs of the
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first subnetwork, F(1)
f i and F(1)

bi , and Mi as its
inputs, and outputs more refined optical flow
maps F(2)

f i =(F(2)
i−k,i−k+1, . . . ,F

(2)
i,i+1, . . . ,F

(2)
i+k,i+k+1) and

F(2)
bi = (F(2)

i−k+1,i−k, . . . ,F
(2)
i+1,i, . . . ,F

(2)
i+k+1,i+k). In a

similar manner, the third subnetwork refines the out-
puts of the second subnetwork, F(2)

f i and F(2)
bi with Mi,

and finally outputs the optical flow map Fi,i+1 corre-
sponding to the input frame fi.

4 EXPERIMENTS

We conducted an evaluation experiment following
two kinds of preliminary experiments. The first pre-
liminary experiment was to investigate the effective-
ness of the raindrop detection and removal method
without introducing the concept of the recursive im-
age restoration described in Section 3. The second
preliminary experiment was to confirm the validity of
the assumption of the proposed concept. Finally, we
evaluated the image restoration accuracy of the pro-
posed framework described in Section 3.1 quantita-
tively and qualitatively.

In all the experiments, we used a vehicle cam-
era video captured in a parking scenario in which
the vehicle moved backward and stopped moving at
a parking space between white lines. The camera
was attached by the rear license plate, and its angle
of view was 151 degrees. The image resolution was
1,920×1,080 pixels, and the frame rate was 6 fps. The
details of each experiment are described below.

4.1 Preliminary Experiment 1:
Evaluation on the Effectiveness of
the Raindrop Detection and
Removal Method

In the first preliminary experiment, we investigated
the effectiveness of the raindrop detection and re-
moval method without introducing the concept of the
recursive image restoration described in Section 3.

4.1.1 Method

As for the module for the raindrop detection, the ARN
was trained with 1,105 images containing raindrops
and annotated with their regions. Here, the optimiza-
tion function was Adam, and the loss function was
the Mean Squared Error (MSE). The iteration of the
ARN training was 500 epochs. In the test step, the
ARN output (the attention map) was binarized with
the threshold of 0.5 to generate the mask image for
raindrops.

As for the module for the raindrop removal,
the DFC-Net was fine-tuned with 10 parking-scene
videos containing no raindrops and 10 mask images
for simulating the regions missed by raindrops, based
on the pre-trained model provided by Xu et al. 1. The
target optical flow in the training was calculated by
FlowNet 2.0 from the 10 parking-scene videos with-
out applying the mask images. Here, the optimiza-
tion function was SGD, and the loss function was
the Mean Absolute Error (MAE). The iteration of the
DFC-NET training was 500 epochs

4.1.2 Results

Figure 4 shows the results of the raindrop detection
and removal method without introducing the concept
of the recursive image restoration described in Sec-
tion 3. The method could accurately detect rain-
drops throughout the video. We can see, however,
the method could not perfectly remove the raindrops.
The experimental results showed both the effective-
ness and the problem of the method without introduc-
ing the concept of the recursive image restoration to-
ward raindrop detection and removal.

4.2 Preliminary Experiment 2:
Investigation on the Validity of the
Assumption of the Proposed
Concept

In the second preliminary experiment, we investigated
the validity of the assumption of the proposed con-
cept, that is, the assumption that the accuracy of op-
tical flow restoration in the outer part of the missing
region is higher than the inner part.

4.2.1 Method

We calculated the optical flow maps using FlowNet
2.0 from nine vehicle videos with or without mask-
ing for simulating a missing region, and then restored
each map using the DFC-Net. The mask here was a
circle whose radius was 200 pixels. Its center circle
area whose radius was 141 pixels was defined as the
inner part, whereas the remaining part was defined as
the outer part. Note that here the inner and the outer
parts were the same area. Finally, we calculated the
cosine similarity between the two maps in order to in-
vestigate the restoration confidence. The higher the
similarity is, the higher the flow restoration accuracy

1https://github.com/nbei/Deep-Flow-Guided-Video-In
painting
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(a) First frame (0th frame)

(b) Middle frame (50th frame)

(c) Last frame (107th frame)
Figure 4: Examples of the results of raindrop detection and removal (Left: input image, Center: mask image (detected raindrop
regions), Right: output image).

is. If the similarity in the outer part of a missing re-
gion is higher than that in the inner part, the assump-
tion of the proposed concept can be regarded as valid.

4.2.2 Results

Table 1 shows the calculated cosine similarity for
each of the inner and the outer parts. We can see
that the similarities in the outer parts were generally
higher than those in the inner parts. These results in-
dicated that the optical flow calculated in the outer
part was more confident, and consequently, the image
restoration accuracy of the outer part should be higher
than that of the inner part. We thus confirmed that the
assumption of the proposed concept was valid.

4.3 Evaluation Experiment:
Effectiveness of the Proposed
Framework

We evaluated the image restoration accuracy of the
proposed framework quantitatively and qualitatively
with three vehicle videos containing no raindrops.

4.3.1 Method

We manually set mask images simulating missing re-

gions by raindrops, and gradually reduced the missing
regions over time by replacing with the pixel values of
the original images. In this setting, we aimed to inves-
tigate the effectiveness (the improvement limit) of the
proposed framework in the case of no raindrop detec-
tion error and no restoration error in the outer missing
part. The mask reduction was performed by erosion
with a 5×5 morphological kernel until the mask re-
gion disappeared completely. We evaluated the im-
age restoration accuracy based on the Peak Signal-
to-Noise Ratio (PSNR) and the Structural Similarity
(SSIM).

4.3.2 Results

Table 2 shows the restoration accuracy of the pro-
posed method. As a reference, we also investigated
the restoration accuracy of the conventional method
(Xu et al., 2019). The examples of the restored im-
ages are shown in Fig 5.

The proposed method could improve the restora-
tion accuracy compared with the conventional one, al-
though this was strictly not a fair comparison because
the proposed method used the manually-restored re-
sults in the outer part of the missing regions whereas
the conventional one did not. Such a case would be
realistic, considering the preliminary experimental re-
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Table 1: Accuracy of optical flow restoration for each part of missing regions.

Video Missing Region Position Camera Movement Cosine Similarity
Inner Part Outer Part

1 Top left Turn right 0.9969 0.9992
2 Top middle Turn left 0.9939 0.9999
3 Top right Turn right 0.9028 0.9994
4 Middle left Turn right 0.9927 0.9996
5 Center Turn left 0.9997 0.9999
6 Middle right Turn right 0.9990 0.9999
7 Bottom left Turn right 0.9997 0.9905
8 Bottom middle Turn right 0.9994 0.9999
9 Bottom right Turn left 0.9396 0.9956

Average 0.9804 0.9982

Table 2: Image restoration accuracy of the proposed method (with recursive restoration) and the conventional method (without
recursive restoration) (Xu et al., 2019).

Video Camera Movement PSNR SSIM
Proposed Conventional Proposed Conventional

1 Move forward 44.36 29.15 0.9867 0.9464
2 Turn left 42.67 33.63 0.9953 0.9836
3 Turn right 41.34 28.62 0.9866 0.9533

Average 42.79 30.47 0.9895 0.9611

frame
10 15 200 5

frame
35 40 4525 30

Conventional

Proposed

Conventional

Proposed

Figure 5: Comparison of the raindrop removal results: Proposed method (with recursive restoration) vs. Conventional method
(without recursive restoration).

sults (Section 4.2) that the optical flow in the outer
part of a missing region was relatively easy to be es-
timated. Therefore, the proposed framework has the
potential for improving the restoration accuracy.

4.3.3 Discussion

We can see the improvement of the image restora-

tion over time from Fig 5. This would be because the
proposed framework recursively used the restored im-
ages. However, in a practical situation, the proposed
method may not always output a perfectly-restored
image, which should cause the decrease of the restora-
tion accuracy due to the error propagation. We should
also analyze the best way of reducing missing regions,
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that is, how large can the missing regions be reduced.
This parameter should be one of the factors affecting
the accuracy improvement.

5 CONCLUSION

This paper proposed a recursive framework for rain-
drop removal in a vehicle video camera. The method
first detects raindrops in each of an input image se-
quence by using a method based on the technique
(Qian et al., 2018), and then restored each image con-
sidering the temporal consistency by using a method
based on the technique (Xu et al., 2019). The results
of the first preliminary experiment showed the effec-
tiveness and the problem of the method without intro-
ducing the concept of the recursive image restoration
toward raindrop detection and removal. The second
preliminary experiment showed the validity of the as-
sumption of the proposed concept, that is, the assump-
tion that the accuracy of optical flow restoration in the
outer part of the missing region is higher than the in-
ner part. The results of the main evaluation experi-
ments showed the proposed recursive framework has
the potential for improving the restoration accuracy.

The future work includes the study on 1) how to
deal with the error propagation and 2) how to reduce
missing regions over time in the proposed recursive
restoration. In addition, we will study a way for tak-
ing various possible situations into account, such as
small vehicle motion and many raindrops attached to
the lens of a camera, which may be the factors to
decrease the accuracy of raindrop removal. Further-
more, the proposed method restores the middle frame
of input frames. We will also investigate the restora-
tion accuracy with the last frame of input ones in order
to remove raindrops without delay.
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