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Abstract: DBSCAN algorithm (Density-Based Spatial Clustering of Applications with Noise) is one of the numerical 

based clustering algorithms, numerical data is used as the test for this algorithm. The DBSCAN algorithm 

has the disadvantage of being difficult to determine the appropriate Epsilon value in order to obtain good 

clustering results. In the DBSCAN algorithm, the value of epsilon is calculated based on a lot of data from 

the entire data that is captured. In this study a modification of the DBSCAN (Density -Based Spatial 

Clustering of Applications with Noise) algorithm was carried out by determining the value of epsilon, the 

results obtained in the study of Euclidean Distance obtained better than the results obtained from the 

DBSCAN. 

1 INTRODUCTION 

The two main approaches are used to develop 

clustering methods through a partitioning approach 

and clustering on a hierarchical approach. Clustering 

partitions is data that is grouped by means of data 

sorted by analyzing into availab le clusters. Because 

clusters group data into several groups to have many 

similarities and have little  in  common. (Poteras, et al. 

2014). 

Clustering is part of an unsupervised learning 

method because it does not require cluster 

definit ions first (Nisha and Kaur, 2015). In 

clustering, the measurement o f similarity between 

objects is done by measuring the distance for each 

pair o f objects. Th is measurement can  be done using 

the Euclidean Distance, Manhattan Distance and 

Minkowski Distance methods. 

Almost all well-known grouping algorithms need 

input parameters that are difficult to determine but 

possess a crucial effect on the results of grouping. In 

addition, for some data sets not make large 

parameter settings to get accurate grouping 

algorithms in group structures.  

DBSCAN is the basic algorithm for density-

based clustering techniques. One of the advantages 

of using these techniques is that the method doesn’t 

require the number of clusters to be given before or 

they do not make assumptions about densities or 

variants in clusters that might be in the data set. The 

basic algorithm for density-based clustering 

techniques is DBSCAN. This can detect groups of 

various shapes and sizes from large amounts of data 

containing noise and outliers (Shah, 2012). 

2 RESEARCH METHODS 

Clustering is very  important for research topics of 

machine learning and datamining. Clustering has 

developed into a technique that is popular in  the area 

of pattern identification, image processing and data 

mining (Aranganayagi, 2007). Classical clustering 

techniques such as the k-means method, partition 

data into k clusters (MacQueen, 1967) and are very 

sensitive to the initial values of each cluster center 

(Cuietal, 2015). 

According to Tan (2006) clustering is grouping 

objects (data) that are based only the information 
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contained in the object and the relationship between 

these objects. This grouping of data is usually done 

based on the similarity of values between data (Xia 

et al. 2008). 

Distance measurement or similarity between 

objects and databases including the basic principles 

of data grouping that carry out unsupervised learning. 

(Nisha, 2015). Clustering aims to make objects in 

one group only consist of objects that have 

similarities to each  other and are different from 

objects in other groups. 

2.1 DBSCAN (Density-Based Spatial 

Clustering of Applications with 

Noise) 

DBSCAN is one of the density-based clustering 

algorithms. The algorithm extends high-density 

regions into clusters and places irregular clusters in 

spatial databases with noise. This method defines 

clusters as the maximum set of density-connected 

points. DBSCAN has 2 parameters, namely Eps 

(maximum rad ius of a neighborhood) and MinPts 

(minimum number of points in the Eps-

neighborhood of a point). The basic idea of density-

based clustering is related to several new definitions: 

1. The neighbor hood with the Eps  radius ofan 

object is called the Eps neighbor of an object 

2. If the Eps-neighbor hood of an object contains a 

minimum number of min imum points, Min Pts, 

then an object is called the core object 

3. Given the set of objects D, theobject p is said to 

be directly density - reachable from the object q 

if p is included in the Eps - neighborhood of q 

and q is the object's core. 

 

Figure 1: Eps-neighborhood Arthur (2010) 

2.2 Euclidean Distance Method 

Euclidean distance is the distance measured straight 

from one coordinate point to another. Although this 

method is less realistic, it  is generally used because 

this method is easy to understand and easy to model. 

We can find applicat ions from Euclidean distances 

on several conveyor models, transportation and 

distribution systems. 

3 PROBLEMS IDENTIFICATION 

From the background described above, almost all 

clustering algorithms need input calculat ions that are 

hard to analyze  however, have an  important impact 

on results, finding cluster size and efficiency even 

for large data sets. DBSCAN will detect clusters and 

determine how to determine epsilon parameters 

automatically in an accurate way to determine input 

parameters and find clusters with different densities 

on the Iris dataset by comparing measurements to 

that method. 

4 RESULT AND DISCUSSION 

At this stage, the performance of the DBSCAN is 

testing, Figure 2 shows a graph of clustering results 

measured based on Euclidean Distance values 

obtained from the DBSCAN algorithm. 

 

Figure 2: Graph of Test Results on The Iris Dataset 

 

Figure 3: Test Results Cluster Plot on The Iris Dataset 

At this stage, the performance of the DBSCAN 

algorithm is tested on the cluster distribution that 

can be seen in Figure 4.2 shows the plot of 

clustering results measured based on Euclidean 
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Distance values obtained from the DBSCAN 

algorithm. 

5 CONCLUSION 

The method for determin ing and applying Epslilon 

and MinPts values in the DBSCAN algorithm can be 

done to obtain better clustering results.The method 

of determin ing and applying the Epslilon and MinPts 

values in the DBSCAN algorithm will directly affect 

the number of clustering produced. The cluster 

results of the Camberra Distance method are very 

good, by producing a large number of clusters and 

the cluster neutralization produced very well by the 

Distance. 
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