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Abstract: This paper proposes a new three-point method to locate the spatial sphere center from a single image. In 

monocular vision system with known intrinsic parameters, the traditional methods of locating the center of a 

spatial sphere with known radius require fitting its image points to an ellipse from which the sphere center is 

extracted. The ellipse fitting procedure requires at least five image points whereas the projection ellipse of a 

sphere essentially is a three-degree-of-freedom problem, which implies that over-parametrization is 

introduced in ellipse fitting. In this paper, the ellipse is represented with the three coordinates of the sphere 

center, and then at least three image points on the ellipse are used to construct a set of quadratic equations of 

the coordinates from which the Gröbner basis method is used to solve for the coordinates. The experimental 

results show that the three-point method can solve the problem with less than five image points, and when 

the number of image points increases to five or more, the new method can also improve sphere localization 

accuracy and have improved robustness. 

1 INTRODUCTION 

Due to the characteristic of rotation symmetry of the 

sphere in space, it not only has a good image contour 
continuity, but also has less requirements to camera 

shooting angles and shielding problems (Zhao et al., 

2014; Liu et al., 2016). Therefore, it has attracted 

extensive attention and research in camera 
calibration and target localization, especially in 

multi-camera calibration (Gu et al., 2012; Shi et al., 

2012; Shi et al., 2014). In recent years, camera 

localization technology based on spherical targets 
has been applied to robotic astronauts (Fan et al., 

2016) and laser tracking visual guidance (Wei et al., 

2012). In addition, due to the advantages of 

portability and easy operation (Zheng et al., 2018), 
the localization of handheld spherical targets has a 

good application prospect in video capture systems. 

At present, in the research on the positioning of 

spherical targets, (Zhao et al., 2014) proposed a 
method to calculate the projection point of the 

sphere center by using the axis of symmetry and 

common tangent of two projection conics. However, 

this method is applicable to the condition that an 
image containing two spheres at different positions 

in space must be taken, and the resulting image must 

also be an ellipse. (Fan et al., 2016; Wei et al., 2012; 

Shui and Ahmad, 1989; Wong et al., 2008) first 

deduced a right circular cone tangent to a space 

sphere based on the image ellipse of the sphere, and 
then calculated the center of the sphere based on the 

right circular cone equation and its geometric 

characteristics. This method depends on the fitting 

of the sphere image ellipse, and the accuracy of 
fitting also determines the positioning accuracy of 

the sphere center. (Liu et al., 2016; Gu et al., 2012; 

Sun et al., 2016) established a spherical pinhole 

imaging model, derived a geometric relationship 
between the elliptic center and the imaging point of 

the sphere center, and then obtained a more accurate 

coordinates of the projection point of the sphere 

center through distortion correction. This method is 
not only complicated in theoretical derivation, but 

also needs to fit an ellipse. Among them, the method 

proposed in (Gu et al., 2012) also requires that the 

compensation coefficient must be calculated by at 
least six spatial spheres before compensation, and 

this method will fail when the ratio of the radius of 

the sphere and the distance from the sphere center to 

the optical center exceeds a certain range. Recently, 
(Geng et al., 2018) proposed a new method of 

distortion correction for the coordinates of imaging 

edge points, and extracting the coordinates of 
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spherical center projection point in conjunction with 

the focal length. From the above analysis, it is not 
difficult to see that, except for the method in (Geng 

et al., 2018), existing methods need to fit the image 

edge points. Since the fitting of an ellipse requires at 

least five measuring points, when the number of 
measuring points extracted from the ellipse image is 

less than five, the traditional methods mentioned 

above will not be able to locate the sphere, which 

undoubtedly makes the traditional methods have 
some limitations. 

The contribution of this paper is that the conic of 

the projection ellipse of the sphere in a camera is 

represented by the three-dimensional coordinates of 
the sphere center, and then the sphere center is 

extracted by minimizing the distance from the image 

point to the ellipse. The new method enables the 

single-view sphere center positioning based on at 
least three image points and avoids over-

parametrization in traditional methods. The new 

method has higher sphere localization accuracy and 

robustness with five or more image points. 

2 THREE-POINT METHOD 

2.1 Theoretical Analysis of Three-Point 
Method 

Without loss of generality, let’s denote the camera 

calibration matrix is 𝐊 , the three-dimensional 
coordinates of the spherical center in the camera 

coordinate system is 𝐒 = (X, Y, Z)T , the conic of the 

spherical imaging ellipse is 𝐂, the sphere radius is 

𝑟 and the measuring points are 𝐱𝒊 = (u𝑖 , v𝑖 , 1)
T, 𝑖 =

1,2⋯ ,N. Matrix 𝐈𝐧 is an n-order identity matrix. In 

addition, the image is normalized by 𝐊−1  to 

eliminate the influence of 𝐊. 

The conic of the projection ellipse of the sphere 
in the camera is represented by the three-

dimensional coordinates of the sphere center as 

 

𝐂 = 𝐒𝐒T + 𝐈𝟑(𝑟
2 − 𝐒T𝐒).               (1) 

 
Then, the sphere center can be extracted by 

minimizing  

 

𝐸 = ∑ (𝐱𝑖
T𝐂𝐱𝑖)

2N
𝑖=1 ,                    (2) 

 

It’s subject to the constraint in equation (1). This 
minimization problem can be solved in the manner 

similar to the method in (Stewénius et al., 2006). 

Firstly, from the following set of equations 

{
𝐱𝑖
T𝐂𝐱𝑖 = 0

𝐂 = 𝐒𝐒T + 𝐈𝟑(𝑟
2− 𝐒T𝐒)

 ,             (3) 

 

we can get 
 

(𝐱𝑖
T𝐒)2 − 𝐒T𝐒𝐱𝑖

T𝐱𝑖 = −𝑟2𝐱𝑖
T𝐱𝑖 .         (4) 

 

After substituting coordinates, the equation (4) can 

be expressed as 

 
(−v𝑖

2− 1)X2 + 2u𝑖v𝑖XY+ 2u𝑖XZ + (−u𝑖
2 − 1)Y2 

+2v𝑖XZ+ (−u𝑖
2− v𝑖

2)Z2 = −(u𝑖
2 + v𝑖

2+ 1)𝑟2. (5) 
 

When the number of measurement points N ≥ 3, by 

stacking N such equations as (5), we have 

 

[
 
 
 
−v1

2− 1,2u1v1, 2u1, −u1
2 − 1,2v1, −u1

2 − v1
2

−v2
2− 1,2u2v2, 2u2, −u2

2 − 1,2v2, −u2
2 − v2

2

⋮
−vN

2 − 1,2uNvN, 2uN,−uN
2 − 1,2vN, −uN

2 − vN
2 ]
 
 
 

[
 
 
 
 
 
X2

XY
XZ
Y2

YZ
Z2 ]
 
 
 
 
 

 

=

[
 
 
 
−(u1

2 + v1
2+ 1)𝑟2

−(u2
2 + v2

2+ 1)𝑟2

⋮
−(uN

2 + vN
2 + 1)𝑟2]

 
 
 
   .              (6) 

 

Let 𝐀 be the coefficient matrix of equations (6), 

𝐖 = [X2, XY, XZ, Y2 , YZ, Z2]T is the unknown vector 
of equations (6). In addition, if we label the vector 

𝐛 = [−𝑟2𝐱1
T𝐱1, −𝑟

2𝐱2
T𝐱2,⋯ ,−𝑟

2𝐱N
T𝐱N]

T, then this 

set of equations (6) can be rewritten as 
 

𝐀𝐖 = 𝐛.                                 (7) 
 

Let 𝐀𝟑  be the rank three approximation of 𝐀 
computed with the first three principal components. 

The solution of the system is composed of a 

particular solution and a free solution in the null 

space. The particular solution is 
 

𝐖𝟎 = 𝐀𝟑
+𝐛.                               (8) 

 

Here,  𝐀𝟑
+ is the pseudo inverse of𝐀𝟑 .The free 

solution can be represented with the three singular 

vectors (𝐕𝟏, 𝐕𝟐,𝐕𝟑)  of the matrix 𝐀  corresponding 
the smallest three singular values. Then, 

 

𝐖 = k1𝐕𝟏 + k2𝐕𝟐 + k3𝐕𝟑 +𝐖𝟎.         (9) 
 

Here ( k1, k2, k3 ) are three unknowns to be 
computed later. For the convenience of the 

following, let us denote 𝐖 =
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[ω1, ω2, ω3, ω4, ω5, ω6]
T. Recall the definition 𝐖 =

[X2, XY, XZ, Y2 , YZ, Z2]T  and therefore the six 

elements of 𝐖  obey the following internal 

constraints. 
 

{
  
 

  
 
ω1ω4 −ω2

2 = 0

ω1ω6 −ω3
2 = 0

ω4ω6−ω5
2 = 0

ω2ω3 −ω1ω5 = 0
ω2ω5 −ω4ω3 = 0
ω3ω5 −ω6ω2 = 0

 .              (10) 

 

Equations (10) are actually six quadratic 

equations on the unknowns (k1, k2, k3). Define the 
monomials vector 

 

𝐊𝒔 = [k1
2, k1k2, k1k3, k2

2, k2k3 , k3
2, k1 , k2 , k3, 1]

T. (11) 
 

Equations (10) can be rewritten as 

 

𝐌𝐊𝒔 = 𝟎 ,                         (12) 
 

Here 𝐌 is a 6×10 matrix. After Gauss-Jordan’s 
elimination, equation (12) can be rewritten as 

 

[𝐈𝟔  𝐁] 𝐊𝒔 = 𝟎.                       (13) 
 

Here 𝐈𝟔 is a 6×6 identity matrix and 𝐁 is a 6×4 

matrix. Let 𝐤 = (k1 , k2 , k3)
T . Now, we define the 

basis monomials vector 

 

𝐮(𝐤) =  [k1 , k2, k3, 1] 
T.               (14) 

 

Let f(𝐤) be any k𝑖 in (k1 , k2, k3)
T, then construct 

the action matrix 𝐀𝒕 with equation (12) that obeys 
 

f(𝐤)u(𝐤) = 𝐀𝒕𝐮(𝐤) .                 (15) 
 

Here, the elements in 𝐀𝒕 can be expressed with 

the elements in 𝐁  according to the choice of f(𝐤) . 

Denote the i-th row of 𝐁 as 𝐛𝑖, and then when f(𝐤) =
k1, k2, and k3 respectively, the three versions of  𝐀𝒕 
are computed as  

 

(

−𝐛1
−𝐛2
−𝐛3

[1,0,0,0]

) , (

−𝐛2
−𝐛4
−𝐛5

[0,1,0,0]

) ,(

−𝐛3
−𝐛5
−𝐛6

[0,0,1,0]

) .     (16) 

 

Four complex solutions of 𝐮(𝐤) are computed as 

the eigenvectors of 𝐀𝒕. For stability reasons, three 

matrices 𝐀𝒕 are computed for f(𝐤) being k1 , k2 and 

k3  respectively, and then the matrix 𝐀𝒕  with the 

largest norm is used to compute 𝐮(𝐤). Then, the 

value of the unknown parameter vector 𝐤  can be 

extracted from 𝐮(𝐤). Note that the last element of 

the eigenvectors of the 𝐀𝒕  matrix should be 
normalized to 1.  

Then, the real solutions of 𝐤 are back-substitute 
into equation (9), and at most four real solutions of 

𝐖 can be obtained. It is particularly noteworthy that 
since the depth of the sphere center is real and 

positive, the solutions with negative ω6  should be 

excluded. After the exclusion, the three-dimensional 
coordinates of the sphere centre are extracted from 

the solutions of 𝐖 as follows 
 

{
Z = √ω6
Y = ω5/Z
X = ω3/Z

 .                          (17) 

 

The three-dimensional coordinates of the sphere 
center have at most four real solutions, but after 

enforcing the condition that  Z >  𝑟, generally only 
one solution is obtained.  

2.2 Maximum Likelihood Estimation 

The solution of the sphere center coordinates 
obtained by the above method can be optimized 

through maximum likelihood method. An image 

point on the projection ellipse of the sphere can be 

represented by 𝐒 = (X, Y, Z)T, 𝜑𝑖  and 𝑟, where 𝜑𝑖  is 
the angle parameter of the image point on an ellipse. 
Therefore, the image point on the ellipse can be 

represented as in equation (18) at the bottom of this 

page. 

Assume that the measurement points are 
corrupted by Gaussian white noise. The maximum 

likelihood estimate can be obtained by minimizing 

the following functional: 

 

∑ ||�̂�(𝐒, 𝜑𝑖 , 𝑟) − 𝐱𝑖||
2N

𝑖=1 .               (19) 

 
Minimizing (19) is a nonlinear minimization 

problem, which is solved with the sparse Levenberg-

Marquardt algorithm as described in (Hartley and 

Zisserman, 2004). 
 

�̂�(𝐒, 𝜑𝑖 , 𝑟) =
1

√X2+Y2
(
Y X
−X Y

)(

𝑟

√Z2−𝑟2
cos(𝜑𝑖)

𝑟√X2+Y2+Z2−𝑟2

Z2−𝑟2
sin(𝜑𝑖)

) + (

XZ

Z2−𝑟2

YZ

Z2−𝑟2

)                                (18) 
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3 EXPERIMENTAL RESULTS 

In the simulation experiments, we assume that the 

camera has been calibrated and the sphere radius is 

known. In order to verify the performance of the 

algorithm proposed in this paper, it is tested under 
different numbers of points, different depths of 

sphere center, and different noise levels. The 

experiment in each configuration is repeated for 

2000 times and performs comparison of RMS errors 
of the five algorithms: the three-point method, the 

three-point method followed by maximum 

likelihood estimation, ellipse direct fitting followed 

by center extraction, normalized linear curve fitting 
followed by center extraction, and maximum 

likelihood curve fitting followed by center extraction. 

Under the influence of noisy measurement points, 

the estimations of the projection curve in traditional 
algorithms may turn out not to be ellipses or the 

estimated ellipses deviate severely from the form in 

equation (1). As a result, the subsequent center 

extraction step cannot be performed or is severely 
unstable, and the localization of sphere center is 

considered as a failure case. 

3.1 Relationship Between the Number 
of Image Points and RMS Error 

The focal length of the camera is 2000 pixels. In the 

camera coordinate system, we assume that the target 
sphere center is at (2, 3, 4)T m, the sphere radius is 

0.005 m, and Gaussian white noise with zero mean 

and standard deviation of 0.5 pixels is added to the 

pixel points of the ellipse. After that, 3 to 25 
measurement points are uniformly selected on the 

elliptical image to test the localization errors. The 

results are shown in Figure 1 and Figure 2. 

 

Figure 1: Relationship between number of image points 
and RMS error. 

 

Figure 2: Relationship between the number of image 
points and the percentage of failures. 

From Figure 1, we can see that with the 

increasing of the number of image points, the RMS 
errors of the sphere center calculated by the five 

algorithms gradually decrease. Compared with the 

traditional algorithms, the new method has an 

advantage that the sphere center coordinates of the 
target sphere can be calculated when there are only 3 

or 4 image points. In addition, the normalized linear 

curve fitting algorithm followed by center extraction 

has the largest localization error of the sphere center, 
and the new method followed by maximum 

likelihood estimation has the smallest RMS error.  

It can be seen from Figure 2 that the traditional 

three algorithms have different percentages of 
failures, but the new method proposed in this paper 

has no case of failure. This shows that the new 

method is more robust than the traditional 

algorithms. 

3.2 Relationship between the Depth of 
the Sphere Center and RMS Error 

The focal length of the camera is 2000 pixels. In the 

camera coordinate system, we keep the ratio of the 

X-axis coordinate, the Y-axis coordinate and the Z-

axis coordinate of the sphere center to be 2:3:4 and 
uniformly select 10 sets of Z-axis coordinate, i.e. the 

depth of sphere center, from 1 to 8 m. The sphere 

radius is 0.005 m. The image points on the 

projection ellipse are selected such that the distances 
between adjacent points are approximately equal to 

1 pixel.  Gaussian white noise with zero mean and 

standard deviation of 0.5 pixels is added to the 

image points. The results are shown in Figure 3 and 
Figure 4. 
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Figure 3: Relationship between the depth of sphere center 
and the RMS error. 

 

Figure 4: Relationship between the depth of the sphere 
center and the percentage of failures. 

It can be seen from Fig. 3 that, with the gradual 
increasing of the depth of sphere center, the RMS 

errors of the target sphere center calculated by the 

five algorithms are approximately proportional to 

the 2.5-th power of the depth. It is worth noting that, 
during the increase of the depth of the sphere center, 

the RMS error of the sphere center solved by the 

normalized linear curve fitting algorithm followed 

by center extraction is significantly larger than the 
other four algorithms, and the smallest error is 

obtained by using the new method followed by 

maximum likelihood.  

It can be seen from Fig. 4 that the new method 
and the new method followed by maximum 

likelihood improvement have no failure case. In 

contrast, in the cases of large depths and 

consequently small imaging ellipses, the traditional 

algorithms have a large percentage of failures. 

3.3 Relationship between Noise Level 
and RMS Error 

The focal length of the camera is 2000 pixels. In the 

camera coordinate system, the target sphere center is 

at (2, 3, 4)T m, and the sphere radius is 0.005 m. The 

image points on the projection ellipse are selected 
such that the distances between adjacent points are 

approximately equal to 1 pixel. Gaussian white noise 

with zero mean and standard deviation varying from 

0 to 1.0 pixel is added to the image points. The 
results are shown in Fig. 5 and Fig. 6. 

 

Figure 5: Relationship between noise standard deviation 
level and RMS error. 

 

Figure 6: Relationship between noise standard deviation 
level and percentage of failures. 
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From Fig. 5 we can see that as the noise standard 

deviation increases from 0 to 1 pixel, the RMS 
errors of the sphere center calculated by the five 

algorithms also increase linearly from the origin. 

Comparing the RMS errors obtained by the five 

algorithms, it can be seen that the RMS error of new 
method followed by maximum likelihood estimation 

is the smallest, while the normalized linear curve 

fitting algorithm followed by center extraction has 

the largest error under the same noise level.  
It can be seen from Fig. 6 that in the process of 

increasing the noise standard deviation, the new 

method and the new method followed by maximum 

likelihood estimation do not encounter failure case 
in the calculation of the sphere center coordinates. In 

contrast, the traditional three algorithms have 

different percentages of failures when the noise level 

is high.  

4 CONCLUSIONS 

When the target sphere radius and the camera 

calibration matrix are known, the three-dimensional 
coordinates of a sphere center can be calculated with 

at least three measurement points on the image 

ellipse by constructing and solving a set of quadratic 

equations of the three variables in the sphere center 
coordinates. Compared with traditional algorithms, 

the new three-point method for calculating the 

sphere center coordinates of the target sphere 

proposed in this paper has several advantages. It can 
work when the number of image points are less than 

five. In addition, when the number of measurement 

points increases to five or more, the proposed 

method has a certain improvement in the location 
accuracy and higher robustness than those of the 

traditional algorithms. It can be seen from the 

experimental results that the proposed method is 

more practical than the traditional algorithms 
especially when the image ellipse is small or the 

noise level of the measuring point is high. 
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