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Abstract: Precision tuning consists of finding the least floating-point formats enabling a program to compute some results with an accuracy requirement. In mixed precision, this problem has a huge combinatorial since any value may have its own format. Precision tuning has given rise to the development of several tools that aim at guarantying a desired precision on the outputs of programs doing floating-point computations, by minimizing the initial, over-estimated, precision of the inputs and intermediary results. In this article, we present an extension of our tool for numerical accuracy, Salsa, which performs precision tuning. Originally, Salsa is a program transformation tool based on static analysis and which improves the accuracy of floating-point computations. We have extended Salsa with a precision tuning static analysis. We present experimental results showing the efficiency of this new feature as well as the additional gains that we obtain by performing Salsa’s program transformation before the precision tuning analysis. We experiment our tool on a set of programs coming from various domains like embedded systems and numerical analysis.

1 INTRODUCTION

Precision tuning consists of finding the least floating-point formats enabling a program to compute some results with an accuracy requirement. This problem has many applications, such as image transmission protocols from observation satellites to earth as defined by the European Cooperation for Space Standardization initiative\(^1\). Precision tuning allows compilers to select the most appropriate formats (for example IEEE754 (ANSI/IEEE, 2008) half, single, double or quadruple formats (ANSI/IEEE, 2008; Muller et al., 2010)) for each variable. It is then possible to save memory, reduce CPU usage and use less bandwidth for communications whenever distributed applications are concerned. So, the choice of the best floating-point formats is an important compile-time optimization in many contexts. Precision tuning is also of great interest for the fixed-point arithmetic for which it is important to determine data formats, for example in FPGAs (Gao et al., 2013; Martel et al., 2014). In mixed precision, i.e. when every variable or intermediary result may have its own format, possibly different from the format of the other variables, this problem has a huge combinatorial.

Recently, several approaches and tools have been proposed for precision tuning, based on dynamic (Lam et al., 2013; Rubio-Gonzalez et al., 2013) or static (Martel, 2017) analysis. In this article, we introduce the precision tuning analysis that we have implemented in Salsa (Damouche et al., 2017a), a tool dedicated to numerical accuracy. Salsa is an automatic tool to improve the accuracy of the floating-point computations done in numerical codes. Based on static analysis methods by abstract interpretation, Salsa takes as input an original program, applies to it a set of transformations and then generates an optimized program which is more accurate than the initial one. The original and the transformed programs are written in the same imperative language.

In this article, we are motivated by the need for an efficient precision with a better accuracy of variables of programs. Our precision tuning analysis (Martel, 2017) combines a forward and a backward static analysis, done by abstract interpretation (Cousot and Cousot, 1977). We express the forward and backward analysis as a set of constraints made of propositional logic formulas and relations between affine expressions over integers (and only integers). These constraints can be easily checked by a SMT solver (we use Z3 in practice (de Moura and Bjørner, 2008)).

We show how we can combine mixed-precision tuning of floating-point programs with the improvement of the numerical accuracy done by program transformation in Salsa. The study presented in this...
article use a benchmark of programs coming from embedded systems and numerical analysis. We focus in basic computation bricks such as PID controllers, matrix-vector product or polynomial evaluation. We consider several precisions (half, single double precision (ANSI/IEEE, 2008)). We show that if we initially set all the variables at a given precision and if we require that the result of the computation has half the precision of the inputs (e.g input in double precision and result in single precision) then our tuning precision module reduce the format of the inputs by an average factor of 60%. This factor is even improved if we transform the original program in order to improve its numerical accuracy. Our experiments also show that the tuning analysis time is very short which is important in order to embed it inside a compiler.

In this article, we focus on the accuracy of computations and we omit other problems related to runtime-errors (Barr et al., 2013; Bertrane et al., 2011). In particular, overflows are not considered. In practice, a static analysis computing the ranges of the variables and rejecting programs which possibly contain overflows is done before our precision tuning analysis.

This article is organized as follows. In Section 2, we give a brief description of the floating-point arithmetic and we introduce the former work on our tool and the precision tuning analysis implemented in Salsa. In Section 3, we present the Salsa tool and the precision tuning analysis implemented in Salsa. In Section 4, we illustrate our approach on various programs and then we discuss the results obtained. Conclusion and future work are given in Section 5.

2 PRELIMINARY ELEMENTS

In this section we introduce some background material. A brief overview of the IEEE754 Standard is given in Section 2.1 and related work is discussed in Section 2.2.

2.1 Elements of Floating-point Arithmetic

We introduce here some elements of floating-point arithmetic (ANSI/IEEE, 2008; Muller et al., 2010). First of all, a floating-point number $x$ in base $\beta$ is defined by

$$x = s \cdot (d_0 d_1 \ldots d_{p-1}) \beta^e = s \cdot m \cdot \beta^{e-p+1}$$  \hspace{1cm} (1)

where $s \in \{-1, 1\}$ is the sign, $m = d_0 d_1 \ldots d_{p-1}$ is the significand, $0 \leq d_i < \beta$, $0 \leq i \leq p-1$, $p$ is the precision and $e$ is the exponent, $e_{\text{min}} \leq e \leq e_{\text{max}}$.

<table>
<thead>
<tr>
<th>Format</th>
<th>Name</th>
<th>$p$</th>
<th>$e_{\text{bits}}$</th>
<th>$e_{\text{min}}$</th>
<th>$e_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary16</td>
<td>Half prec.</td>
<td>11</td>
<td>5</td>
<td>-14</td>
<td>+15</td>
</tr>
<tr>
<td>Binary32</td>
<td>Single prec.</td>
<td>24</td>
<td>8</td>
<td>-126</td>
<td>+127</td>
</tr>
<tr>
<td>Binary64</td>
<td>Double prec.</td>
<td>53</td>
<td>11</td>
<td>-1122</td>
<td>+1223</td>
</tr>
<tr>
<td>Binary128</td>
<td>Quadruple prec.</td>
<td>113</td>
<td>15</td>
<td>-16382</td>
<td>+16383</td>
</tr>
</tbody>
</table>

Figure 1: Basic binary IEEE754 formats.

A floating-point number $x$ is normalized whenever $d_0 \neq 0$. Normalization avoids multiple representations of the same number. The IEEE754 Standard also defines denormalized numbers which are floating-point numbers with $d_0 = d_1 = \ldots = d_k = 0$, $k < p - 1$ and $e = e_{\text{min}}$. Denormalized numbers make underflow gradual (Muller et al., 2010). The IEEE754 Standard defines binary formats (with $\beta = 2$) and decimal formats (with $\beta = 10$). In this article, without loss of generality, we only consider normalized numbers and we always assume that $\beta = 2$ (which is the most common case in practice). The IEEE754 Standard also specifies a few values for $p$, $e_{\text{min}}$ and $e_{\text{max}}$ which are summarized in Figure 1. Finally, special values also are defined: $\text{NaN}$ (Not a Number) resulting from an invalid operation, $\pm \infty$ corresponding to overflows, and $\mp 0$ and $-0$ (signed zeros).

The IEEE754 Standard also defines five rounding modes for elementary operations over floating-point numbers. These modes are towards $-\infty$, towards $+\infty$, towards zero, to the nearest ties to even and to the nearest ties to away and we write them $\circ_{-\infty}$, $\circ_{+\infty}$, $\circ_0$, $\circ_{\text{away}}$ and $\circ_{\text{to}}$, respectively. The semantics of the elementary operations $\circ \in \{+\circ, -\circ, \times, \div\}$ is then defined by

$$f_1 \circ_{\circ} f_2 = \circ(f_1 \circ f_2)$$  \hspace{1cm} (2)

where $\circ \in \{\circ_{-\infty}, \circ_{+\infty}, \circ_0, \circ_{\text{away}}, \circ_{\text{to}}\}$ denotes the rounding mode. Equation (2) states that the result of a floating-point operation $\circ_{\circ}$ done with the rounding mode $\circ$ returns what we would obtain by performing the exact operation $\circ$ and next rounding the result using $\circ$. The IEEE754 Standard also specifies how the square root function must be rounded in a similar way to Equation (2) but does not specify the roundoff of other functions like sin, log, etc.

We introduce hereafter two functions which compute the unit in the first place and the unit in the last place of a floating-point number. These functions are used further in this article to generate constraints encoding the way roundoff errors are propagated throughout computations. The ufp of a number $x$ is

$$\text{ufp}(x) = \min \{i \in \mathbb{N} : 2^{i+1} > x\} = \left\lfloor \log_2(x) \right\rfloor$$  \hspace{1cm} (3)

The ulp of a floating-point number which significand has size $p$ is defined by

$$\text{ulp}(x) = \text{ufp}(x) - p + 1$$  \hspace{1cm} (4)
The ulp of a floating-point number corresponds to the binary exponent of its most significant digit. Conversely, the ulp of a floating-point number corresponds to the binary exponent of its least significant digit. Note that several definitions of the ulp have been given (Muller, 2005).

2.2 Related Work

Several approaches have been proposed to determine the best floating-point formats as a function of the expected accuracy on the results. Darulova and Kuncak use a forward static analysis to compute the propagation of errors (Darulova and Kuncak, 2014). If the computed bound on the accuracy satisfies the post-conditions then the analysis is run again with a smaller format until the best format is found. Note that in this approach, all the values have the same format (contrarily to our framework where each control-point has its own format). While Darulova and Kuncak develop their own static analysis, other static techniques (Goubault, 2013; Solovyev et al., 2015) could be used to infer from the forward error propagation the suitable formats. Chiang et al. (Chiang et al., 2017) have proposed a method to allocate a precision to the terms of an arithmetic expression (only). They use a formal analysis via Symbolic Taylor Expansions and error analysis based on interval functions. In spite of our linear constraints, they solve a quadratically constrained quadratic program to obtain annotations.

Other approaches rely on dynamic analysis. For instance, the Precimoniouos tool tries to decrease the precision of variables and checks whether the accuracy requirements are still fulfilled (Nguyen et al., 2016; Rubio-Gonzalez et al., 2013). Lam et al instrument binary codes in order to modify their precision without modifying the source codes (Lam et al., 2013). They also propose a dynamic search method to identify the pieces of code where the precision should be modified.

Finally other work focus on formal methods and numerical analysis. A first related research direction concerns formal proofs and the use of proof assistants to guarantee the accuracy of finite-precision computations (Boldo et al., 2015; Harrison, 2007; Lee et al., 2018). Another related research direction concerns the compile-time optimization of programs in order to improve the accuracy of the floating-point computation in function of given ranges for the inputs, without modifying the formats of the numbers (Damouche et al., 2017a; P. Panchekha and Tatlock, 2015).

3 THE SALSA TOOL

In this section, we introduce our tool, Salsa, for numerical accuracy optimization by program transformation. Section 3.1 presents the tool in general and, in Section 3.2, we describe the module dedicated to precision tuning.

3.1 Overview of Salsa

Salsa is a tool that improves the numerical accuracy of programs based on floating-point arithmetic (Damouche and Martel, 2017). It reduces partly the round-off errors by automatically transforming C-like programs in a source to source manner. We have defined a set of intraprocedural transformation rules (Damouche et al., 2016a) like assignments, conditionals, loops, etc., and interprocedural transformation rules (Damouche et al., 2017b) for functions and other rules deal with arrays. Salsa relies on static analysis by abstract interpretation to compute variable ranges and round-off error bounds. It takes as first input ranges for the input variables of programs \( id \in [a, b] \). These ranges are given by the user or coming from sensors. Salsa takes as second input a program to be transformed. Salsa applies the required transformation rules and returns as output a transformed program with better accuracy.

Salsa is composed of several modules. The first module is the parser that takes the original program in C-like language with annotations, puts it in SSA form and then returns its binary syntax tree. The second module consists in a static analyzer, based on abstract interpretation (Cousot and Cousot, 1977), that infers safe ranges for the variables and computes errors bounds on them. The third module contains the intraprocedural transformation rules. The fourth module implements the interprocedural transformation rules. The last module is the Sardana tool, that we have integrated in our Salsa and call it on arithmetic expressions in order to improve their numerical accuracy.

When transforming programs we build larger arithmetic expressions that we choose to parse in a different ways to find a more accurate one. These large expressions will be sliced at a given level of the binary syntactic tree and assigned to intermediary variables named \( \text{TMP} \). Note that the transformed program is semantically different from the original one but mathematically are equivalent. In (Damouche et al., 2017a), we have introduced a proof by induction that demonstrate the correctness of our transformation. In other words, we have proved that the original and the transformed programs are equivalent.
kp = 0.194;
kd = 0.028;
invdt = 10.0;
m = [-1.0,1.0];
c = 0.5;
eold = 0.0;
t = 0.0;
while (t < 500.0) {
e = c + (m * (-1.0));
p = (e * 0.194);
d = ((e * 0.28) + (-1.0)*(eold *0.28));
r = (d + p);
eold = e;
t = t + 1.0;
};
require_accuracy(r,11);

m = [-1.0,1.0];
c = 0.5;
eold = 0.0;
t = 0.0;
while (t < 500.0) {
e = c + (m * (-1.0));
p = (e * 0.194);
d = ((e * 0.28) + (-1.0)*(eold *0.28));
r = (d + p);
eold = e;
t = t + 1.0;
};
require_accuracy(r,11);

Figure 2: Initial (left) and transformed (right) PID Controllers.

For example, Figure 2 gives the initial program of a PID Controller where all the input variables are declared in single precision and the output variable is in half precision. We give in Figure 2, the PID Controller program after being transformed by our tool, Salsa. For readability reasons, in Figure 2, we have omitted the precision on the inputs and control points of the programs. For example, when the program is in single precision, all the control points are initialized to 24.

3.2 Precision Tuning in Salsa

In this section we introduce our module to determine the minimal precision on the inputs and on the intermediary results of a program performing floating-point computations in order to ensure a desired accuracy on the outputs. Our tool combines a forward and a backward static analysis, done by abstract interpretation (Cousot and Cousot, 1977). These static analyses are done after the first static analysis which computes the ranges of the values at each control point. The forward analysis is classical and propagates safely the errors on the inputs and on the results of the intermediary operations in order to determine the accuracy of the results. Next, based on the results of the forward analysis and on assertions indicating which accuracy the user wants for the outputs at some control points, the backward analysis computes the minimal precision needed for the inputs and intermediary results in order to satisfy the assertions.

We express the forward and backward transfer functions as a set of constraints made of propositional logic formulas and relations between affine expressions over integers (and only integers). Indeed, these relations remain linear even if the analyzed program contains non-linear computations. As a consequence, these constraints can be easily checked by a SMT solver (we use Z3 in practice (Barrett et al., 2009; de Moura and Bjørner, 2008)). The advantage of the solver appears in the backward analysis, when one wants to determine the precision of the operands of some binary operation between two operands $a$ and $b$, in order to obtain a certain accuracy on the result. In general, it is possible to use a more precise $a$ with a less precise $b$ or, conversely, to use a more precise $b$ with a less precise $a$. Because this choice arises at almost any operation, there is a huge number of combinations on the admissible formats of all the data in order to ensure a given accuracy on the results.

Example 3.1. For example, let us consider the program of Figure 3 which implements a simple linear filter. At each iteration $t$ of the loop, the output $y_t$ is computed as a function of the current input $x_t$ and of the values $x_{t-1}$ and $y_{t-1}$ of the former iteration. Our program contains several annotations. First, the statement require_accuracy($y_t$, 10) on the last line of the code informs the system that the programmer wants to have 10 accurate binary digits on $y_t$ at this control point. In other words, let $y_t = d_0, d_1, \ldots, d_n \cdot 2^c$ for some $n \geq 10$, the absolute error between the value $v$ that $y_t$ would have if all the computations where done with real numbers and the floating-point value $\hat{v}$ of $y_t$ is less than $2^{c-11}$. $|v - \hat{v}| \leq 2^{c-9}$.

An abstract value $[a,b]_p$ represents the set of floating-point values with $p$ accurate bits ranging from $a$ to $b$. For example, in the code of Figure 3, the variables $x_{t-1}$ and $x_t$ are initialized to the abstract value $[1.0,3.0]_{16}$ thanks to the annotation $[1.0,3.0]_{16}$. Let $F_p$ be the set of all floating-point numbers with accuracy $p$. This means that, compared...
to exact value \( v \) computed in infinite precision, the value \( \hat{v} = d_0 d_1 \ldots d_n \cdot 2^e \) of \( F_p \) is such that \(|v - \hat{v}| \leq 2^{-p+1}\). By definition, using the function \( \uparrow \) introduced in Equation (3), for any \( x \in F_p \), the roundoff error \( \varepsilon(x) \) on \( x \) is bounded by \( \varepsilon(x) < 2\uparrow\rho(x) = 2^{\uparrow p(x) - p+1} \).

Concerning the abstract values, intuitively we have the concretization function

\[
\gamma(a, b) = \{ x \in F_p : a \leq x \leq b \}
\]

In our example, \( x_0 \) and \( x_{-1} \) belong to \( [1.0, 3.0]_{16} \) which means, by definition, that these variables have a value \( \hat{v} \) ranging in \( [1.0, 3.0] \) and such that the error between \( \hat{v} \) and the value \( v \) that we would have in the exact arithmetic is bounded by \( 2^{\uparrow p(x) - 15} \). Typically, in this example, this information would come from the specification of the sensor related to \( x \). By default, the values for which no accuracy annotation is given (for instance the value of \( y_{-1} \) in the example of Figure 3) are considered as exact numbers rounded to the nearest in double precision. In this format numbers have 53 bits of significand (see Figure 1).

The last bit being rounded, these numbers have 52 accurate bits in our terminology and, consequently, by default values belong to \( F_{52} \) in our framework. Based on the accuracy of the inputs, our forward analysis computes the accuracy of all the other variables and expressions. The program in the left bottom corner of Figure 3 displays the result of the forward analysis on the first iteration of the loop. Let \( \oplus \) denote the forward addition, the result of \( x_0 + x_{-1} \) has 16 accurate digits since \( \oplus(1.0\#16, 1.0\#16) = 2.0\#16, \oplus(1.0\#16, 3.0\#16) = 4.0\#17, \oplus(3.0\#16, 1.0\#16) = 4.0\#17, \oplus(3.0\#16, 1.0\#16) = 4.0\#17 \).

The backward analysis is performed after the forward analysis and takes advantage of the accuracy requirement at the end of the code (see the right bottom corner of Figure 3 for an unfolding of the backward analysis on the first iteration of the loop). Since, in our example, 10 bits only are required for \( y_{-1} \), the result of the addition \( u + v \) also needs 10 accurate bits only. By combining this information with the result of the forward analysis, it is then possible to lower the number of bits needed for one of the operands. Let \( \oplus \) be the backward addition.

**Example 3.2.** For example, for \( x_0 + x_{-1} \) in the assignment of \( v \), we have \( \oplus(2.0\#10, 1.0\#16) = 1.0\#8, \oplus(2.0\#10, 3.0\#16) = -1.0\#8, \oplus(6.0\#10, 1.0\#16) = 5.0\#9, \oplus(6.0\#10, 3.0\#16) = 3.0\#8 \).

Conversely to the forward function, the interval function now keeps the largest accuracy arising in the computation of the bounds:

\[
\oplus(2.0\#6.0\#10, 1.0\#3.0\#16) = 1.0\#3.0\#9 .
\]

By processing similarly on all the elementary operations and after computation of the loop fixed point, we obtain the final result of the analysis displayed in the top right corner of Figure 3. This information may be used to determine the most appropriate data type for each variable and operation, as shown in Figure 3. To obtain this result we generate a set of constraints corresponding to the forward and backward transfer
functions for the operations of the program. There exist several ways to handle a backward operation: when the accuracy on the inputs \( x \) and \( y \) computed by the forward analysis is too large wrt. the desired accuracy on the result, one may lower the accuracy of either \( x \) or \( y \) or both. Since this question arises at each binary operation, we would face to a huge number of combinations if we decided to enumerate all possibilities. Instead, we generate a disjunction of constraints corresponding to the minimization of the accuracy of each operand and we let the solver search for a solution. The control flow of the program is also encoded with constraints. For a sequence of statements, we relate the accuracy of the former statements to the accuracy of the latter ones. Each variable \( x \) has three parameters: its forward, backward and final accuracy, denoted \( \text{acc}_F(x) \), \( \text{acc}_B(x) \) and \( \text{acc}(x) \) respectively. We must always have

\[
0 \leq \text{acc}_B(x) \leq \text{acc}(x) \leq \text{acc}_F(x) .
\]

For the forward analysis, the accuracy of some variable may decrease when passing to the next statement (we may only weaken the pre-conditions). Conversely, in the backward analysis, the accuracy of a given variable may increase when we jump to a former statement in the control graph (the post-conditions may only be strengthened). For a loop, we relate the accuracy of the variables at the beginning and at the end of the body, in a standard way.

The key point of our technique is to generate simple constraints made of propositional logical formulas and of affine expressions among integers (even if the floating-point computations in the source code are non-linear). A static analysis computing safe ranges at each control point is performed before our accuracy analysis. Then the constraints depend on two kinds of integer parameters: the upf of the values and their accuracies \( \text{acc}_F \), \( \text{acc}_B \) and \( \text{acc} \). For instance, given control points \( \ell_1 \), \( \ell_2 \) and \( \ell_3 \), the set \( C \) of constraints generated for \( 3.0 \#16^{+1} +1.0 \#16^{+2} \), assuming that we require 10 accurate bits for the result are:

\[
C = \left\{ \begin{array}{l}
\text{acc}_F(\ell_1) = 16, \quad \text{acc}_F(\ell_2) = 16, \\
\rho^1 = 2 - \max(\text{acc}_B(\ell_1) - 1, \text{acc}_B(\ell_2)), \\
(1 - \text{acc}_F(\ell_1)) = \text{acc}_F(\ell_2) \Rightarrow \rho^1 = 1, \\
(1 - \text{acc}_F(\ell_1)) \neq \text{acc}_F(\ell_2) \Rightarrow \rho^1 = 0, \\
\text{acc}_B(\ell_3) = \text{det}(M) - \rho^1, \quad \text{acc}_B(\ell_3) = 10, \\
\text{acc}_B(\ell_4) = 1 - (2 - \text{acc}_F(\ell_3)), \\
\text{acc}_B(\ell_5) = 1 - (2 - \text{acc}_F(\ell_3))
\end{array} \right. .
\]

For the sake of conciseness, the constraints corresponding to Equation (6) have been omitted in \( C \). For example, for the forward addition, the accuracy \( \text{acc}_F(\ell_3) \) of the result is the number of bits between \( \text{upf}(3.0 + 1.0) = 2 \) and the upf \( u \) of the error which is

\[
u = \max(\text{upf}(3.0) - \text{acc}_F(\ell_1), \text{upf}(1.0) - \text{acc}_F(\ell_2)) + i
\]

where \( i = 0 \) or \( i = 1 \) depending on some condition detailed later. The constraints generated for each kind of expression and command are detailed in (Martel, 2017).

## 4 EXPERIMENTS

In this section, we illustrate the usefulness of our techniques by its application to various programs coming from embedded systems and numerical analysis. We start by giving a brief description of each program considered. Then, we show and discuss the result obtained using our techniques.

- **PID Controller**: This program implements a controller which aims at maintaining a physical parameter at a specific value known as the setpoint (Damouche et al., 2017a) (see Figure 2).
- **Odometry**: This program consists of computing the position \((x,y)\) of a two wheeled robots by odometry (Damouche et al., 2017a), i.e., from the initial position and from the speed of the wheels.
- **Linear Regression**: This program implements linear regression, a technique for modeling the relationship between a scalar dependent variable \(y\) and one or more independent variables denoted \(X\).
- **Horner**: This program implements a polynomial evaluation method and is applied to a polynomial of degree 9 (Martel, 2017).
- **FPTaylor**: This program corrects sensor data in control software, where the output of the sensor is known to be between 1.001 and 2.0 by using Taylor series to narrow the computed error bounds (Damouche et al., 2016b; Solovyev et al., 2015).
- **Taylor Series**: This program implements the function \( \frac{1}{x^2} \) using Taylor’s series.
- **Determinant**: This program computes the determinant \( \det(M) \) of a \( 3 \times 3 \) matrix \( M \) (Martel, 2017).
- **MatVectMul**: This program computes a \( 3 \times 3 \) matrix vector product.
- **MatMatMul**: This program computes a \( 3 \times 3 \) matrix matrix product.

Figures 4, 5 and 6 summarize the results obtained for finding a minimal floating-point formats by ensu-
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<table>
<thead>
<tr>
<th>Code</th>
<th>#nbCP</th>
<th>#nbCPT after trans.</th>
<th>Initial prec.</th>
<th>Prec. Tun. of prog.</th>
<th>Improvement %</th>
<th>Prec. Tun. with Salsa</th>
<th>Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID Controller</td>
<td>42</td>
<td>34</td>
<td>1008</td>
<td>381</td>
<td>62.2</td>
<td>282</td>
<td>72.0</td>
</tr>
<tr>
<td>Odometry</td>
<td>68</td>
<td>70</td>
<td>1632</td>
<td>486</td>
<td>70.2</td>
<td>347</td>
<td>73.2</td>
</tr>
<tr>
<td>Linear Filter</td>
<td>30</td>
<td>24</td>
<td>720</td>
<td>278</td>
<td>61.3</td>
<td>255</td>
<td>64.5</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>44</td>
<td>28</td>
<td>1056</td>
<td>585</td>
<td>55.4</td>
<td>365</td>
<td>65.4</td>
</tr>
<tr>
<td>Homer</td>
<td>16</td>
<td>16</td>
<td>384</td>
<td>166</td>
<td>56.7</td>
<td>166</td>
<td>56.7</td>
</tr>
<tr>
<td>FPTaylor</td>
<td>18</td>
<td>20</td>
<td>432</td>
<td>243</td>
<td>43.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Taylor Series</td>
<td>22</td>
<td>22</td>
<td>528</td>
<td>188</td>
<td>64.4</td>
<td>155</td>
<td>70.6</td>
</tr>
<tr>
<td>Determinant</td>
<td>72</td>
<td>60</td>
<td>1728</td>
<td>547</td>
<td>68.3</td>
<td>443</td>
<td>74.3</td>
</tr>
<tr>
<td>MatVectMul</td>
<td>160</td>
<td>160</td>
<td>3840</td>
<td>1570</td>
<td>59.1</td>
<td>1570</td>
<td>59.1</td>
</tr>
<tr>
<td>MatMatMul</td>
<td>200</td>
<td>200</td>
<td>4800</td>
<td>1990</td>
<td>58.5</td>
<td>1990</td>
<td>58.5</td>
</tr>
</tbody>
</table>

Figure 4: Measurements of the improvement of the required precision of programs in single precision.

<table>
<thead>
<tr>
<th>Code</th>
<th>#nbCP</th>
<th>#nbCPT after trans.</th>
<th>Initial prec.</th>
<th>Prec. Tun. of prog.</th>
<th>Improvement %</th>
<th>Prec. Tun. with Salsa</th>
<th>Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID Controller</td>
<td>42</td>
<td>34</td>
<td>2256</td>
<td>914</td>
<td>58.9</td>
<td>659</td>
<td>70.4</td>
</tr>
<tr>
<td>Odometry</td>
<td>68</td>
<td>70</td>
<td>3604</td>
<td>1136</td>
<td>68.4</td>
<td>996</td>
<td>72.3</td>
</tr>
<tr>
<td>Linear Filter</td>
<td>30</td>
<td>24</td>
<td>1590</td>
<td>616</td>
<td>61.2</td>
<td>567</td>
<td>64.3</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>44</td>
<td>22</td>
<td>2332</td>
<td>1157</td>
<td>50.4</td>
<td>703</td>
<td>69.8</td>
</tr>
<tr>
<td>Homer</td>
<td>16</td>
<td>16</td>
<td>848</td>
<td>316</td>
<td>57.4</td>
<td>316</td>
<td>57.4</td>
</tr>
<tr>
<td>FPTaylor</td>
<td>18</td>
<td>20</td>
<td>954</td>
<td>477</td>
<td>50.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Taylor Series</td>
<td>22</td>
<td>22</td>
<td>1166</td>
<td>409</td>
<td>64.9</td>
<td>337</td>
<td>71.1</td>
</tr>
<tr>
<td>Determinant</td>
<td>72</td>
<td>60</td>
<td>1816</td>
<td>1483</td>
<td>61.1</td>
<td>1223</td>
<td>67.9</td>
</tr>
<tr>
<td>MatVectMul</td>
<td>160</td>
<td>160</td>
<td>8400</td>
<td>3650</td>
<td>56.9</td>
<td>3850</td>
<td>56.9</td>
</tr>
<tr>
<td>MatMatMul</td>
<td>200</td>
<td>200</td>
<td>10600</td>
<td>4486</td>
<td>57.6</td>
<td>4486</td>
<td>57.6</td>
</tr>
</tbody>
</table>

Figure 5: Measurements of the improvement of the required precision of programs in double precision.

• The first side concerns the computation of the number of control points of each program when just using the precision tuning analysis (#nbCP) and then by transforming it and applying the mixed precision analysis using Salsa (#nbCPT).

• The Second side consists of measuring the precision on the output of programs when using the precision tuning analysis (Prog. Prec. Tun.) and then by using Salsa (Salsa Prec. Tun.).

Note that these experiments have been performed on three different precision. More precisely, we have declared all the input variables of programs in single, double and quadruple precision and we have fixed the desired accuracy of the outputs of programs in half, single and double precision, respectively.

For instance, if we take the PID Controller example given in Figure 4, we initially have a precision of 1008 bits (Initial Prec.). This number is obtained by multiplying the number of control points of the program by the precision associated to its inputs. In this case, 1008 corresponds to 42 multiplied by 24 bits (single precision). The initial precision of the PID controller is reduced to 381 bits using only precision tuning analysis (Prog. Prec. Tun.) and to 282 bits while using Salsa (Salsa Prec. Tun.). The percentage of improvement is passed from to 62.2% to 72.0%. In addition, by transforming programs with Salsa, the number of control points is generally decreased. In the case of the PID program, this number passed from 42 control points (#nbCP) to 34 (#nbCPT). This reduction is mainly done because of the transformation applied when using Salsa. Note that, our tuning precision techniques reduces the format of the inputs by an average factor of 60%. Remark that for the FPTaylor example, our tool has failed to solve it. This is why, we represent it with -.

Figure 8 compares the different results obtained with our techniques. It synthesizes the results of figures 4 to 6. We have drawn the values of the precision corresponding to the initial program, to the program using only tuning analysis and to the program transformed by Salsa and this for the different programs formats. More precisely, Figure 8 gives a comparison between all the considered programs in single, double and quadruple precision respectively corresponding to program24, program53 and program113 on the x-axis of Figure 8. The results show that for most programs, we have that when using our tuning analysis, the precision is reduced by more than 50% like the PID controller, odometry, filter, linear regression, etc. In general, we remark that by applying Salsa,
### Table 1: Measurements of the improvement of the required precision of programs in quadruple precision.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PID Controller</td>
<td>0.060</td>
<td>0.048</td>
<td>0.040</td>
</tr>
<tr>
<td>Odometry</td>
<td>0.048</td>
<td>0.032</td>
<td>0.036</td>
</tr>
<tr>
<td>Linear Filter</td>
<td>0.028</td>
<td>0.024</td>
<td>0.028</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.028</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>Horner</td>
<td>0.024</td>
<td>0.020</td>
<td>0.032</td>
</tr>
<tr>
<td>FTPTaylor</td>
<td>0.020</td>
<td>0.016</td>
<td>0.036</td>
</tr>
<tr>
<td>Taylor Series</td>
<td>0.024</td>
<td>0.024</td>
<td>0.028</td>
</tr>
<tr>
<td>Determinant</td>
<td>0.052</td>
<td>0.036</td>
<td>0.040</td>
</tr>
<tr>
<td>MatVecMul</td>
<td>0.068</td>
<td>0.056</td>
<td>0.040</td>
</tr>
<tr>
<td>MatMatMul</td>
<td>0.072</td>
<td>0.056</td>
<td>0.080</td>
</tr>
</tbody>
</table>

### Table 2: Execution time measurements of programs.

<table>
<thead>
<tr>
<th>Code</th>
<th>Prog. Exec. Time</th>
<th>Salsa Exec. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID Controller</td>
<td>0.060</td>
<td>0.048</td>
</tr>
<tr>
<td>Odometry</td>
<td>0.048</td>
<td>0.032</td>
</tr>
<tr>
<td>Linear Filter</td>
<td>0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>Horner</td>
<td>0.024</td>
<td>0.020</td>
</tr>
<tr>
<td>FTPTaylor</td>
<td>0.020</td>
<td>0.016</td>
</tr>
<tr>
<td>Taylor Series</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>Determinant</td>
<td>0.052</td>
<td>0.036</td>
</tr>
<tr>
<td>MatVecMul</td>
<td>0.068</td>
<td>0.056</td>
</tr>
<tr>
<td>MatMatMul</td>
<td>0.072</td>
<td>0.056</td>
</tr>
</tbody>
</table>

The precision of programs is improved by an average of about 10 additional percents compared to the direct tuning analysis. Otherwise, in some cases, like the program that computes the matrix vector product, or the matrix matrix product, there is no more improvement. These results are very representative since it allows to decrease widely the precision of programs. It will be more interesting if we could improve even more the accuracy of programs by finding new techniques and strategies. Indeed, in future work we plan to improve Salsa for this situation by modifying our program transformation in order to favor the precision tuning analysis and not only the accuracy during the rewriting of the expressions.

In the other side, we have measured the execution time of programs. More precisely, for each program, we measure the execution time required by the program performing just the precision tuning analysis (Prog. Exec. Time) and then when applying Salsa (Salsa Exec. Time) and this for single, double and quadruple precision. Figure 7 summarized the different results obtained. For instance, if we consider the PID Controller program, it takes 0.060 seconds for execution when using the precision tuning analysis while it takes 0.048 seconds when applying Salsa. For the other programs, the execution time is almost always improved.

These results shown the efficiency and the usefulness of our techniques on saving memory space, reducing the CPU usage, decreasing the bandwidth usage and reducing the execution time of each program.

### 5 CONCLUSION

In this article, we have studied how to find an efficient precision with a better accuracy of variables of programs. The originality of the idea is to improve the numerical accuracy, by using our tool Salsa, and simultaneously minimize the precision on the outputs of variables of programs using precision tuning analysis. We have experimented our techniques to optimize the precision and the numerical accuracy programs at once. The experiments shown that the precision of the programs has been minimized by an average factor of 60%. Also, we have shown that by optimizing the precision and the accuracy, the execution time of programs is improved.

In our future work, it would be interesting to extend our techniques to design efficient heuristic refinement that automatically determines and specifies a least format and a precise range of precision for each variable of the program. This allows one to further reduce the used memory space, CPU and bandwidth.
Another perspective is to apply our techniques to other languages used for the design of critical embedded systems. In particular, it would be of great interest to have such a type system inside a language used to build critical embedded systems such as the synchronous language Lustre (Caspi et al., 1987). In this context numerical accuracy requirements are strong and difficult to obtain.
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