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Abstract: The Internet of Things is applied in many domains and collects vast amounts of data. This data provides access to a lot of knowledge when analyzed comprehensively. However, advanced analysis techniques such as predictive or prescriptive analytics require access to both, history data, i.e., long-term persisted data, and real-time data as well as a joint view on both types of data. State-of-the-art hybrid processing architectures for big data—namely, the Lambda and the Kappa Architecture—support the processing of history data and real-time data. However, they lack of a tight coupling of the two processing modes. That is, the user has to do a lot of work manually in order to enable a comprehensive analysis of the data. For instance, the user has to combine the results of both processing modes or apply knowledge from one processing mode to the other. Therefore, we introduce a novel hybrid processing architecture for big data, called BRAID. BRAID intertwines the processing of history data and real-time data by adding communication channels between the batch engine and the stream engine. This enables to carry out comprehensive analyses automatically at a reasonable overhead.

1 INTRODUCTION

In the Internet of Things (IoT), everyday objects are interconnected. Various sensors built into these objects capture the current context. This knowledge can be shared with any other connected Thing, i.e., a device equipped with sensors and connectivity options. These Things are used in various domains to optimize processes. The examples presented in this work focus on the Industry 4.0 as this domain is one of the key profiteers from the IoT (Middleton et al., 2013). Yet, the conclusions and results can be applied to any other big data use case.

By collecting a great amount of data over time, precise analyses provide insights into production processes, e.g., about the efficiency of a machine at the shop floor. At the same time, real-time analyses on data streams can be used to trigger automatic reactions in the case of an emergency, e.g., when a machine is overheating. Thereby, the efficiency and quality of the production process can be enhanced (Geissbauber et al., 2014).

A combination of both kinds of analyses provides even more insights, e.g., history production data can be analyzed to find patterns indicating an ideal production setting where only little rejects are produced. By analyzing real-time machine data, these patterns can be used as decision models to predict the quality of the workpieces, e.g., to stop the production process at an early stage if too many rejects would be produced.

As a consequence, mining algorithms such as the VFDT algorithm (Domingos and Hulten, 2000) operate on both, history data as well as real-time data. Initially, such an algorithm learns patterns from existing production data via batch processing. Then, it applies and refines these patterns using real-time production data via stream processing. Therefore, an underlying processing architecture has to support both modes of data processing. Current architectures strictly separate these processing modes, whereby such comprehensive analytics are hard to be realized. Yet, these analytics hold inestimable business value (Columbus, 2016). Therefore, we introduce a hybrid processing architecture, in which the processing of history and real-time data is tightly intertwined.

Thus, we make the following five contributions: (a) We describe an Industry 4.0 application scenario and identify required processing steps for big data analytics. (b) We analyze existing data processing architectures—namely, architectures for batch processing, stream processing, as well as the Lambda and
**Kappa Architecture—and assess their suitability for comprehensive analytic processes. (c) We introduce a novel hybrid processing architecture for big data, called BRAID.** Whereas state-of-the-art architectures have strictly isolated processing branches for history and real-time data, BRAID provides additional communication channels via which intermediate results from batch processing can be used in stream processing and vice versa. This enables comprehensive analytics. (d) We evaluate our architecture and compare it with the Lambda and Kappa Architecture. (e) We discuss implementation alternatives for BRAID.

The structure of this paper is as follows: An Industry 4.0 application scenario is given in Section 2. Section 3 presents different data processing approaches and assesses their usability. We introduce a novel architecture called BRAID in Section 4. We assess the applicability of BRAID to the introduced big data use case in Section 5. We discuss implementation alternatives in Section 6 before Section 7 concludes the paper.

## 2 APPLICATION SCENARIO

Underutilization of data generated during process execution is one of the key problems in current manufacturing IT systems (Gröger et al., 2014). By using advanced data analytic techniques, new knowledge about manufacturing processes can be gained from this data. For instance, current and future processes can be optimized by modifying process control at runtime. In the following, we characterize how a therefore required comprehensive analysis can be realized (see Figure 1).

The **Master Dataset** contains all data collected during a production process (1). This includes, e.g., throughput times or temperature changes in the workpieces. These highly heterogeneous data can be stored and managed in a dedicated data system such as CoReDB (Beheshti et al., 2017).

The long-term process data persisted in the Master Dataset is processed by a batch processing engine (2). The processing logic is implemented and configured by the administrator of the system. **Descriptive analytics** can be applied to the persisted data in order to condense the huge amount of raw data. Most business intelligence solutions support this kind of analytics. For instance, it is possible to reconstruct which data records led to a successful production result and the data can be annotated accordingly. Subsequently, **predictive analytics** can be used to make predictions for future production processes. For example, classification algorithms can operate on the pre-processed data and generate a decision tree based on the annotations. The decision tree enables to predict which production times, temperatures, etc., lead to what production outcome. The decision tree is stored as a **Data Mining Model**.

However, to achieve a maximum business benefit from these models, they have to be applied to production data in real-time (Gröger et al., 2014). These data are emitted from the sensors installed in the production machines (3). They are processed by a stream processing engine (4).

In order to enable comprehensive analytics, decision trees generated on basis of the long-term process data have to be loaded into the stream processing engine as an initial configuration (5). Thereby, it is possible to detect production errors at an early stage and either initiate countermeasures or terminate subsequent production steps for an affected workpiece if a successful production result can no longer be achieved. The combined results of the comprehensive analytics process are stored in the **Result Layer** and made available for users or other systems (6).

However, as production conditions might alter over time, it is not appropriate to use a static decision tree model. Therefore, the results of the real-time analysis have to influence the model as well. Data mining algorithms such as VDFT (Domingos and Hulten, 2000) consider this. Here, the decision tree is adjusted to changing conditions. This means that not only a recommendation for action is calculated, but also the achieved outcome is evaluated. If some of the tree’s parameters are no longer up to date, the stored model has to be changed (5). For instance, new raw materials might be less prone to temperature changes, whereby the temperature thresholds at which rejects are presumably produced have to be changed in the tree. It is evident that therefore a tight coupling between the two processing components is required. However, there is little software support for this kind of analytics as such methods have special requirements towards the underlying infrastructure. In the following, we look into
current big data processing architectures and discuss their applicability.

3 RELATED WORK

As shown in the preceding section, two different types of data have to be considered in order to accomplish comprehensive analyses: On the one hand, persisted long-term process data are required to gain knowledge about past production processes in order to draw conclusions about future production processes. This kind of long-term data is labeled as history data in the following. As history data is gathered and stored over a long period of time, a processing system for this data has to be able to handle a large amount of data whereas the required processing time is of secondary importance. On the other hand, data which is sent directly from a data source (e.g., a sensor) to a processing sink without persisting it, has to be processed in order to analyze current production processes. This kind of data is labeled as real-time data in the following. As real-time data is only significant for a short period of time (e.g., a deviation from a reference value has to be detected as soon as it occurs to enable immediate countermeasures), a processing system for this data has to be able to handle it very fast. However, only a small amount of data has to be processed at each point in time.

This shows that different processing systems are required in order to process both, history data and real-time data. Literature differentiates between three alternative big data processing methods: batch processing (see Section 3.1), stream processing (see Section 3.2), and hybrid processing (see Section 3.3) (Casado and Younas, 2015). Hybrid approaches provide both, batch processing and stream processing. The Lambda Architecture (Marz and Warren, 2015) and the Kappa Architecture (Kreps, 2014) are state-of-the-art concerning hybrid big data processing. Section 3.4 discusses the applicability of the reviewed architectures for the realization of comprehensive analyses.

3.1 Batch Processing

Batch processing systems operate on large amounts of data which are stored persistently in a database or a file system. By processing this data, it is expected that data mining results will be most accurate due to the large data stock. A batch processing system splits the entire data volume into smaller subsets, the batches, and processes each on distributed computation nodes. Typically, processing takes long due to the large amount of data. In most cases, a result is only available after all batches have been processed. In addition, the processing logic cannot be adjusted after processing has started (Casado and Younas, 2015). For instance, Apache Hive can be used for batch processing (Barbierato et al., 2013).

Batch processing systems are mostly used to process history data. However, it is also possible to process real-time data via such a system. When incoming real-time data is buffered in a very small data store for a limited amount of time, this store can be used as input for the batch processing system. Thereby, all data can be processed as a single small batch and the results are available in near-real-time. Yet, this is not the intended purpose of a batch processing system.

3.2 Stream Processing

A stream processing system splits incoming data for processing as streams are infinite (Casado and Younas, 2015). The processing results are immediately available to the users. Thereby, the processing logic can be altered at any time and the changes are automatically applied to the subsequent data entries. Aurora is an example for a stream processing system (Abadi et al., 2003).

Stream processing systems are mostly used to process real-time data. Yet, any data source can be processed as a data stream. For this purpose, each stored data set is sent individually to a sink. In this way, history data can also be processed by a stream processing system (cf. the Kappa Architecture in Section 3.3.2).
However, this kind of processing system is not meant to detect complex correlations within huge data stocks.

### 3.3 Hybrid Processing

Often both, high accuracy and low processing time are required. As neither batch nor stream processing can achieve this, hybrid processing combines both techniques. In the following, the Lambda and the Kappa Architecture are presented.

#### 3.3.1 Lambda Architecture

The Lambda Architecture has separate branches for batch and stream processing (Marz, 2011). As shown in Figure 2, data is distributed to both branches. In the **Batch Layer**, data is added to an append-only data storage, the **Master Dataset**. Periodically, this data is processed using batch processing. Here, the raw data is prepared for the user. For instance, data mining is used to assess past production processes. The results are saved in so-called **Batch Views**. Users can query these data via the **Serving Layer**.

However, batch processing operates only on data which is available in the Master Dataset when the processing is started. Since processing a large Master Dataset takes a lot of time, the batch views usually do not contain the most recent data. The **Speed Layer** addresses this issue. Here, data is processed in real-time by using stream processing. The results are stored in the **Real-time Views**.

Batch Views contain analytics results, which are based on a huge set of history data but without any information about the latest incoming data. Such information is provided as part of the Real-time Views, but only for a limited time frame. To obtain a complete view on the production process data, the user has to query both views and combine the results manually.

The two branches are strictly isolated from each other, i.e., each branch has its own processing logic, as indicated by the separate configuration files in Figure 2. The logic used in the Speed Layer can be adjusted quickly, while the Batch Layer is highly scalable. As a result, the schemata of the Batch Views and the Real-time Views can differ. Users have to consider this in their queries. Data access is therefore complex and time-consuming.

#### 3.3.2 Kappa Architecture

The Kappa Architecture addresses this issue as it uses stream processing, only (Kreps, 2014). That is, incoming data is persisted in the Master Dataset and also processed immediately. The architecture is shown in Figure 3.

A key feature of the Kappa Architecture is the possibility to perform several separate stream processing jobs in parallel. This is indicated in Figure 3 by the several configuration files on the stream processing component. Due to this feature, the Kappa Architecture enables to process the entire Master Dataset, i.e., history data, in parallel to incoming real-time data. This way, history data can be processed again at any time with an alternative processing logic. This procedure can be used to perform a batch-like processing of history data via stream processing engines.

The advantage of the Kappa Architecture is its single data processing engine, which can be adjusted quickly. Yet, there is an increased demand concerning computational power and storage capacity when processing voluminous history data in parallel to real-time data streams.

#### 3.4 Discussion

As shown in Section 2, there is a need for joint analytics of history and real-time data (for further use cases see (Gröger, 2018)). Yet, architectural support is required to enable all analytic steps. Three observations can be made in this respect based on the state of art:

(I) Only hybrid architectures have the ability to process both, history and real-time data. (II) Only the Kappa Architecture has the ability to combine the results from batch and stream processing automatically. This makes data access considerably easier for users. (III) No current state-of-the-art approach enables to exchange intermediate results such as the data mining model in the given use case between the two processing engines. Yet, this is crucial to perform comprehensive analytics.
4 THE BRAID APPROACH

Due to the aforementioned shortcomings of the state-of-the-art, a novel approach is required in order to enable comprehensive data analytics. Thus, we introduce BRAID (see Figure 4), which provides the required functionalities.

All incoming data is persisted in the Master Dataset. In BRAID, the Master Dataset is assigned to a Shared Storage available for both, batch and stream processing. Additionally, the latest data is also temporarily buffered for real-time processing. From there, the data is forwarded to one of the two processing branches (details on the two branches are given later). The Shared Storage is the key component towards comprehensive analytics as introduced in Section 2. For instance, intermediate results from batch processing (e.g., a data mining model) can be sent back to the Shared Storage and used as input or configuration for the stream processing and vice versa.

After the processing, the results are stored in a shared Result Layer. Thereby, result sets can be stored in a joint data storage. Thus, the user can query the Result Layer directly, without considering which processing branch created the particular data. Different data schemata in the two result sets do not pose a problem for many storage systems such as HDFS\(^1\). The data can be annotated with structure metadata to facilitate data access (Quix et al., 2016).

The processing logic for both, batch and stream processing, is defined in configuration files which are stored in the Shared Storage. As both branches have read and write permissions for the Shared Storage, a common configuration file can be used to define the

\(^1\)The Hadoop Distributed File System (HDFS (Shvachko et al., 2010)) is dominant in the context of storing and processing big data, since it is highly available and scalable (Azzedin, 2013).
Dataset itself is processed in periodic intervals via batch processing. The Shared Storage is used to store the Master Dataset, and each of BRAID’s branches has its own configuration. In the Result Layer, the results are persisted, but not combined.

**Kappa Architecture.** To emulate the Kappa Architecture, BRAID’s batch processing branch is deactivated. Incoming real-time data is stored in the Master Dataset and processed in the stream processing branch. Parallel processing jobs can be started at any time. The Master Dataset is used as a data source and configurations are stored in the Shared Storage.

**Self-adjusting Mode.** In addition to the aforementioned processing modes, BRAID enables to use and combine results from both branches within the processing logic for comprehensive analytics. For this, a data mining model is trained and tested in the batch processing branch using history data. This model can be stored in both, the Result Layer as well as the Shared Storage, where it is integrated into a configuration for the stream processing branch. Incoming real-time data can be classified using the model created from history data. By using VFDT, the model can be refined further by real-time data. This adjusted model is written back to the Shared Storage to be applied to both, history and real-time data. So, the application scenario introduced in Section 2 can be realized by using BRAID.

## 5 ASSESSMENT

In order to be suitable for comprehensive analyses, an architecture has to support all analytic steps described in Section 2. However, especially Step (5) (reuse of intermediate results for subsequent analysis steps) is not supported by any of the current state-of-the-art approaches.

Table 1 shows which processing steps are supported by which architecture. The Lambda Architecture enables both batch and stream processing, which is why the Steps (1) to (4) are supported. Although the results of both processings can be combined, the user has to do this manually by corresponding requests. Step (6) is therefore only partially supported. Step (5) is not realizable using the Lambda Architecture, as the Batch and Serving Layer and the Speed Layer are strictly separated. It is therefore not possible to automatically reuse results from the batch processing in stream processing. To realize this step, an administrator has to adjust the configuration for the batch or stream processing engine manually. The Kappa Architecture also enables batch and stream processing, realizing the Steps (1) to (4). Additionally, results can be combined easily, which supports Step (6). Yet, no insights gained from prior processing steps can be applied automatically to the processing logic for subsequent analyses as processing logic has to be defined statically beforehand. Therefore, Step (5) is also not supported by the Kappa Architecture. However, BRAID supports all six processing steps. As it is a hybrid architecture, all four batch and stream processing steps are supported. Like in the Kappa Architecture, a joint Result Layer enables the automatic combination of result sets (Step (6)). Additionally, the Shared Storage enables the reuse of results as, e.g., configurations. Therefore, BRAID is the only architecture which supports Step (5) and therefore all comprehensive analytics steps.

Thus, BRAID meets all requirements resulting from the use case given in Section 2. In the subsequent section, we discuss various implementation alternatives. That is, we assess the applicability of different processing engines for the implementation of BRAID.

## 6 IMPLEMENTATION CONSIDERATIONS

There are multiple implementation alternatives for both of BRAID’s processing engines. This section discusses five of these data processing engines. Due to BRAID’s modular structure, the engines can be replaced if necessary, based on a given optimization goal, e.g., runtime or memory usage. Similar to the Lambda Architecture, BRAID has two separated processing branches for batch processing and stream processing. Hence, the same processing engines as in the Lambda reference implementation can be used for BRAID:

Hadoop MapReduce is a batch processing engine based on the MapReduce paradigm (Dean and Ghemawat, 2004) which is highly scalable and distributable. The data is processed in two separate steps: map and reduce. Input and output data are key-value pairs. In the map function, intermediate results are calculated from the data and forwarded to the reduce function.

\[\text{see https://hadoop.apache.org}\]
as key-value-pairs. Here, data with the same key is consolidated.

Storm\(^3\) is a stream processing system promoted as “Hadoop for real-time”. Incoming real-time data is distributed to different nodes which process the data. If necessary, the data is repartitioned after each step.

However, since most processing engines for big data can process both, batches as well as data streams, for simplicity in terms of installation and maintenance effort, the same engine can be used for the batch and stream processing branch as well. Especially, the consolidation of BRAID’s Shared Storage and the Result Layer is facilitated by using a common processing engine. Therefore, three engines are considered in the following, which can be used to realize the batch branch as well as the stream branch.

Spark\(^4\) is highly fault tolerant alternative to MapReduce (Zaharia et al., 2010). Initially, it was a pure batch processing engine. Nowadays, it also supports stream processing using micro batches. Data arriving within a certain time window is computed as one micro batch. Additionally, Spark provides various extensions such as Spark SQL or MLlib for machine learning.

Samza\(^5\) operates directly on data streams, similar to Storm. The stream is partitioned and distributed before being processed. To manage the distribution of the workload, Samza relies on Hadoop YARN (Vavilapalli et al., 2013). It uses Kafka (Kreps et al., 2011) to exchange messages between processing nodes. Samza offers an integration with HDFS but also provides an SQL interface as well.

Flink\(^6\) is another stream processing engine. However, in contrast to Storm and Samza, Flink can process large-scale datasets as a kind of finite data streams. This approach ensures very low processing time. Additionally, Flink relies on continuous flows instead of micro batches. Similar to Spark, Flink provides many extensions, such as an SQL interface or Flink ML for machine learning.

Spark, Samza, and Flink support different data storage systems, such as HDFS or relational database systems. In contrast, Hadoop MapReduce depends on HDFS as it is a part of the Hadoop project. Due to this missing support of different data sources, it is less suited for BRAID. Samza is able to access various data storage systems through Kafka. Yet, it still needs the Hadoop framework due its usage of Hadoop YARN.

Spark and Flink can be flexibly applied to different applications due to their manifold extensions. These are the only two of the presented systems which enable both batch and stream processing out of the box. Other extensions enable the use of e.g., graph databases (Spark’s GraphX or Flink’s Gelly) or machine learning techniques (Spark’s MLlib or Flink ML). In the context of BRAID, those extensions can be used to achieve a significant benefit. For instance, the machine learning libraries can be used to train machine learning models on the batch processing branch. These models can be applied to the processing of real-time data. Therefore, Spark and Flink are best suited for a BRAID prototype.

Since all of these approaches provide integration of HDFS, we also use HDFS for our implementation of the BRAID prototype. However, aside from HDFS, any other data storage systems and query languages can be used, such as relational database management systems (e.g., the Oracle Database\(^7\)) or NoSQL approaches (e.g., Google BigTable (Chang et al., 2008)).

# 7 CONCLUSION

Due to the IoT, more and more contextual data are collected. A lot of knowledge can be gained from these data if they are analyzed comprehensively. This knowledge has a high economic value (e.g., to detect production problems at an early stage). To this end, a processing architecture for big data not only has to provide batch processing for history data and stream processing for real-time data, but also a tight coupling of these processing modes. That is, communication channels between the batch and stream processing engines are required in order to exchange data. Existing hybrid processing architectures for big data, namely the Lambda and the Kappa Architecture, lack such a tight coupling—here, batch and stream data are handled in two separate processes and have to be combined manually.

For this reason, we introduce BRAID, a novel hybrid processing architecture for big data, which intertwines the processing of history and real-time data by adding communication channels between the batch and stream engine. Via these channels, not only data is exchanged, but also the configuration of the batch or stream engine can be controlled. That is, the processing logic can be modified automatically at runtime, whereby BRAID is able to react to altered conditions. We discuss different implementation techniques in order to find a suited implementation strategy for BRAID.

Evaluation results show that BRAID enables more flexible and accurate data analytics than the Lambda and Kappa Architecture.

---

3 see https://storm.apache.org

4 see https://spark.apache.org

5 see https://samza.apache.org

6 see https://flink.apache.org

7 see https://www.oracle.com/database/index.html
In the IoT domain, privacy is a critical issue concerning the processing of data. Future work has to consider how to realize privacy protection in BRAID without compromising analytic quality. A possible approach towards this goal is PATRON (Stach et al., 2017; Stach et al., 2018).
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