Abstract: The number of Android malwares is increasing quickly. That makes the Android devices more vulnerable while they are the target of malware’s writers. Thus, the challenge nowadays is to detect the malicious Android applications. To this aim, we need to know what are the malicious behaviors that Android malwares apply. In this paper, we introduce a method to automatically extract the malicious behaviors for Android malware detection. We present the behaviors of an Android application by an API call graph and we use a malicious API graph to represent the malicious behaviors. Then, given a set of malicious and benign applications, we compute the malicious behaviors by extracting from the API call graphs the subgraphs that are relevant to the malicious API call graphs but not relevant to the benign ones. This relevance is measured by applying the TFIDF weighting scheme widely used in the Information Retrieval Community. These malicious API graphs are applied to detect malicious applications. We obtained encouraging results with a recall rate of 92% and a precision of 98%.

1 INTRODUCTION

Since the number of Android users is growing very fast in recent years, the number of Android applications is also increasing as well. As a consequence of that growth, the target of malware’s writers is changing and focusing on Android users. Thus, the number of variants of Android malwares increases year by year. According to the report of Symantec, this number increased from 3262 in 2013 to 3944 in 2015. Thus, the challenge is to detect the malicious Android applications.

A well known technique for Android malware detection is based on the analysis of the permission requirements. This technique consists of the analysis of the Android manifest file where all the required permissions and necessary components of an Android application are declared. These permissions are required by an application when users install it to their device. Then, once these permissions are gained for an application, it can make harmful operations to the system without informing to the user. So, the permission requirements can be a signature to distinguish the malicious applications. There are serval works (Aung and Zaw, 2013; Zhang et al., 2013; Tchakounté, 2014; Talha et al., 2015) that applied this technique to detect Android malwares. However, (Aafer et al., 2013) shows that detecting malwares by analyzing the permission requirements is not robust, especially when the malicious behavior can be executed without any additional permission. Moreover, in Android OS version 6.0 and later versions, the applications are able to request the permissions at run-time 3. Thus, these permissions are not stored in the manifest file.

To overcome this limitation, other works (Burguera et al., 2011; Dimjašević et al., 2015; Canfora et al., 2015; Jang et al., 2016; Malik and Khatter, 2016) try to detect Android malwares by dynamically analyzing the execution of the Android applications. In these works, the behaviors of an application is analyzed via its execution traces while running it in a simulated environment. However, the dynamic analysis allows only to analyze the behaviors of Android applications in a limited time interval. Thus, it cannot detect the malicious behavior if it occurs after this time interval.

To sidestep the limitations of the above approaches, (Aafer et al., 2013; Sharma and Dash, 2014; Song and Touili, 2014) apply static analysis for detecting the malicious applications. In these works, the authors specify the malicious behaviors by sequences of API calls of the Android application. APIs (Ap-
application Programming Interfaces) are functions supported by the Android OS and Android applications use them to access the system services and the system data. Obviously, the harmful tasks related to the system are operated by API calls. For instance, (Aafer et al., 2013; Sharma and Dash, 2014) analyze the applications by looking at the different calls to these API functions. In a more advanced analysis, (Song and Touili, 2014) specifies the behaviors (not the syntax) of the Android applications by doing the static analysis on the Android codes without installing/executing it. However, in this work the malicious behaviors are discovered by studying manually the Android codes. This task is time consuming and requires a huge engineering effort. Thus, one of the current challenges in Android malware detection is the automatic extraction of malicious behaviors.

In this paper, we propose a way to extract the malicious behavior of the Android applications automatically. Following (Aafer et al., 2013; Sharma and Dash, 2014; Song and Touili, 2014), we model the malicious behaviors via API calls. Let us look at a typical behavior of an Android trojan SMS spy. The small code of this behavior is given in Figure 1. This behavior consists in collecting the phone id and then sending this data via a text message. This task is done by a sequence of API calls. First, the function getDeviceId() is called at line 5 to collect the phone id. Then, the TelephonyManager object is gotten by calling getDefault() at line 19. Finally, the phone id is sent to an anonymous phone number via a text message by calling sendTextMessage() at line 25. To represent this behavior, we use a malicious API graph which is a graph whose nodes are API functions, and whose edges \( (f, f') \) express that API function \( f \) is called before API function \( f' \). Figure 2 shows the malicious API graph of this behavior. The edges express that a call to the function `android/telephony/TelephonyManager; -¿ deviceId()` is followed by the calls to the functions `android/telephony/gsm/SmsManager; -¿ getDefault()` and `android/telephony/gsm/SmsManager; -¿ sendTextMessage()`. Using this representation, the goal of this paper is to automatically extract such malicious API graphs. In order to do that, we represent the Android application using an API call graph, which is a graph whose nodes are pairs \( (m, f) \) consisting of an API \( f \) and a control point \( m \), and whose edges \( (m, f), (m', f') \) express that there is a call to the API \( f \) at the control point \( m \), followed by a call to the API \( f' \) at the control point \( m' \). After extracting this malicious API graph, the malware detection phase is done by making a kind of product between the API call graph of the new application and the malicious API graphs. The application is marked as malicious if the product contains a feasible trace. Otherwise, it is marked as benign.

Then, given a set of API call graphs that correspond to malicious applications and a set of API call graphs corresponding to benign applications, we want to extract in a completely automatic way the malicious API graphs that correspond to the malicious behaviors of these malicious applications. The malicious API graph can be seen as a subgraph of the API call graphs of the malicious applications that represents the malicious behavior. The sufficient subgraphs that should be extracted can be used to distinguish the malicious API call graphs from the benign ones. Thus, our goal is to isolate the few relevant subgraphs from the irrelevant ones. This problem can be seen as an Information Retrieval (IR) problem, where the goal is to retrieve the relevant items and reject the irrelevant ones. The IR community have extensively studied this problem over the last 35 years. Several approaches have been proposed and successfully applied in several applications, such as email searching, text searching, image searching, etc. One of the most popular techniques in IR is the TFIDF weighting scheme where relevant terms are extracted from the documents in a collection by associating a weight to each term. The term that has the higher weight is the more relevant. In this paper, we adapt the TFIDF weighting scheme in IR to our API call graphs in or-
order to generate the malicious graphs. For that, we associate to each node and each edge in the API call graphs of the Android applications in the collection a weight. Then, the malicious API graphs are computed by taking edges and nodes with the highest weights.

We implemented this technique in a tool which consists of two phases: the training phase and the detection phase. In the training phase, we extract the malicious API graphs from the training set which is a collection of malicious applications and benign applications: First, we unpack and decompile each Android application from the Android package file (APK file). Then, we construct the control flow graph to represent the execution of this application. After that, we model its behaviors in an API call graph. Once we get the API call graphs of all the applications, we apply the TFIDF weighting scheme to get the relevant terms in the malicious graphs and automatically extract the malicious API graphs. In the detection phase, we use these malicious API graphs for detecting the malicious behaviors in the new applications. In order to evaluate the performance of our approach, we apply the tool on a data set of 3100 malicious applications which are collected from Drebin data set (Arp et al., 2014) and 459 benign applications taken from apkpure.com. We obtained encouraging results with a recall rate of 92% and a precision rate of 98%.

Outline. We present a way to construct the control flow graph for an Android application and define our API call graph model in Section 3. Section 4 introduces our malicious API graphs. In Section 5, we present the malicious behavior computation. Experiments are given in Section 6.

2 RELATED WORKS

Information retrieval techniques were applied for malware detection in (Masud et al., 2008; Cheng et al., 2013; Santos et al., 2013; Dam and Touili, 2016). However, these works do not consider Android malwares. In this work, we extend the work of (Dam and Touili, 2016) to Android malwares.

The first technique used for Android malware detection is based on the analysis of the manifest file where the required permissions are stored. (Aung and Zaw, 2013; Talha et al., 2015) extract the set of permissions needed for malicious behaviors. (Aung and Zaw, 2013) constructs a bit-vector of permissions to represent android applications and implements a classifier to distinguish the malicious applications from the benign ones. As for (Talha et al., 2015), they extract information from the Android manifest file, such as application permissions, application services and application receivers to build a database of signatures for malware detection. As we have mentioned before, Android malware detection based on the analysis of permissions is not robust since the malicious behaviors may occur without any declaration in the Android manifest file.

API calls are used for Android malware specification in (Aafer et al., 2013; Arp et al., 2014; Sharma and Dash, 2014; Jang et al., 2016). (Sharma and Dash, 2014; Arp et al., 2014) analyze the manifest file and the API calls to specify the behaviors. They filter out the suspicious APIs which are potentially used in the malicious behaviors. In (Sharma and Dash, 2014), the authors select 35 features from the set of features for classifying the malicious applications. (Arp et al., 2014) construct a huge bit-vector of roughly 545,000 features to classify malicious applications.

(Aafer et al., 2013) use API calls to describe behaviors of an application and use common classifiers such as ID3, SVM and C4.5 to classify the malicious behaviors. (Jang et al., 2016) generates a profile of the API calls that are invoked in the application to specify the behavior of the application. This profile describes the usages of all API functions and their objects in an application. The authors introduce a decision process to detect malicious applications by comparing the similarities between profiles.

In another work, (Canfora et al., 2015) considers sequences of system calls as a specification of the application’s behaviors. The occurrences of subsequences with length n in each sequence is taken into account in the construction of the feature vector to represent the applications. Then, the authors implement a SVM classifier for malware detection. However, they use dynamic analysis to capture the traces of the application’s execution. Thus, they take into account only one execution of the application.

In our work, we also use API calls to represent the behaviors of an Android application. However, with the API call graph representation we take into account the order of API function calls in all the executions of an application. So, our API call graphs are more precise than the representations used in the works cited above. Moreover, we are able to extract the malicious behaviors of the malicious applications as malicious API graphs while none of the above works extract the malicious behaviors of Android applications automatically. Our malicious API graphs are also used to detect malicious applications. Furthermore, our technique is completely static, we do not use any dynamic analysis.

(Song and Touili, 2014) apply static analysis for Android malware detection. However, this work is based on manually studying the codes of the Android
applications to extract the malicious behaviors while our work allows to extract automatically these behaviors.

3 MODELING ANDROID APPLICATIONS

During the execution of an Android application, different events from the users or the system need to be taken into account. Thus, the entry points of an Android application are specified by the event handlers which are methods called when there is an event that occurs in the system or from the user like opening the application, touch on the screen, etc. By taking into account the event handlers in the Android code, we construct the control flow graph which represents all the operations in an Android application. Then, we extract an API call graph to represent the behaviors of the application. We introduce all these steps in this section.

3.1 Android Applications

An Android application is installed into the Android devices via an Android package (an APK file) which consists of (1) Dalvik bytecode (a dex file) which is executable, (2) all resources, and (3) an Android manifest file which contains the declaration of all the permission requirements and necessary components used in the application’s execution. In order to analyze the behaviors of an Android application, we have to look into the Android byte code which is executed whenever the application runs. However, this code is a kind of binary code for Android programs. It is hard for humans to read. Thus, we use a tool to decompile this byte code into a human readable code, called smali code. Thanks to the Apktool\textsuperscript{4}, the Android package is unpacked and the byte code is decompiled into the smali code. The smali code represents the Android program in a form of an object oriented programming language (like Java language) where a program is constructed from objects that contain data and functions known as methods. When the Android application runs, one of its objects is executed and in this executed object there are calls to other objects.

An Android application is implemented mainly using four main components: Activity, Service, Broadcast Receiver and Content Provider. Each component supports different functions in the application. For instance, the component Activity provides a user interface for interactions between the user and the application. Based on the component Service, the developer can make background executions. The component Broadcast Receiver is a means to make communications between applications in the system. Via the Content Provider objects, the application can access/modify data on the system such as Contact list, Calendar, etc. Each component follows its own work flow. For example, in the component Activity, first the method onCreate() is called, then the method onStart(), etc. These components contain the entry points to execute the application. Thus, they are potentially exploited for malicious behaviors.

As an example, Figure 1 shows the implementation of an Android application based on the component Activity. The application starts by executing the object MainActivity which is an implementation of the component Activity. This object starts by calling the method onStart() and then calling the method onCreate(). Particularly, in the method onStart(), there is a call to the method sendTextMessage() at line 13 which belongs to another object (the SmsManager object).

Moreover, there are several calls to the methods which are supported by the Android OS such as the method getDeviceId() at line 5 in the object TelephonyManager, the method getDefault() at line 19 and the method sendTextMessage() at line 25 in the object SmsManager. These methods are functions which are provided by the Android OS to access the system services. Each Android OS version supports a library which includes all functions to implement an application, called Application Programming Interfaces (APIs). The Android developers use these APIs to create the application based on the above components. Generally, the system operations are made via API calls. The malicious behaviors in an Android application are used to be done by sequences of API calls. According to this fact, we represent the behaviors of an Android application as an API call graph which represents all sequences of API calls. In order to construct the behaviors of an Android application, we build a control flow graph which represents all operations in the application. Then, we extract the API call graph from the control flow graph. The API call graph is seen as the representation of the behaviors of an Android application. In the following subsections, we introduce control flow graphs and API call graphs, and explain how to compute them for Android applications.

3.2 Control Flow Graph

A control flow graph (CFG) is a directed graph $G = (N, I, E)$, where $N$ is a finite set of nodes, $I$ is a finite set of instructions in an Android application, and

\textsuperscript{4}\url{https://ibotpeaches.github.io/Apktool}
$E : N \times I \times N$ is a finite set of edges. Each node corresponds to a control point in the Android application. Each edge specifies the connection of two control points and is associated with an instruction. An edge $((n_1, i, n_2))$ in $E$ expresses that in the Android application, the control point $n_1$ is followed by the control point $n_2$ and is associated with the instruction $i$.

We construct the CFG of an Android application as follows:

1. Build the CFG for each method in the application.
2. If at a given control point $n$ there exists a call to another method $A$ $(n \xrightarrow{\text{call}} n' \in E)$, we remove this edges from $E$ and we make a link from point $n$ where the call occurs to the entry point of the called method $A$ and a link from the exit point of the called method $A$ to the next point $n'$ of this call.
3. By taking into account the event handlers of an Android application, we make the link between the CFGs of the methods which handle the events according to the work flow of each object. For instance, to handle the initialization of a new activity object, there is a call to the method `onCreate()` and then a call to the method `onStart()`. Thus, we add a link between the exit points of the methods `onCreate()` to the entry points of the method `onStart()` in this object.

As an example, let us consider the smali code in Figure 1. Firstly, we build the CFG for each method as shown in Figure 3. Then, since there is a call to the method `Send()` from the method `onStart()`, we make a link from the point (12) where a call to the method `Send()` will be made to the entry point (17) of the method `Send()` and a link from the exit point (26) of the method `Send()` to the next point (13) of this call. This is shown in Figure 4.

Moreover, in this application there is an activity object. This object is started by calling the method `onCreate()` and then calling the method `onStart()`. Thus, we make a link from the exit point (8) of the method `onCreate()` to the entry point (10) of the method `onStart()`. The CFG of the application is shown in Figure 5.

### 3.3 API Call Graph

Let $\mathcal{A}$ be the set of all APIs in Android applications. An API call graph is a directed graph $G_{\text{api}} = (V_{\text{api}}, E_{\text{api}})$, where $V_{\text{api}} : N \times \mathcal{A}$ is a finite set of vertices and $E_{\text{api}} : (N \times \mathcal{A}) \times (N \times \mathcal{A})$ is a finite set of edges. A vertex $(n, f)$ means that at a control point $n$, a call to the API function $f$ is made. An edge $((n_1, f_1), (n_2, f_2))$ in $E$ means that the API function $f_2$ called at the control point $n_2$ is executed after the API function $f_1$ called at the control point $n_1$. To compute an API call graph from the CFG of an Android application, we perform a kind of control point reachability analysis on the CFG as described in (Dam and Touili, 2016).

As an example, let us consider the construction of the API call graph of the code in Figure 1. Since the control flow graph is constructed in Figure 5, we simplify this graph to get an API call graph where each node is a pair of the control point and the API which is called at this control point. Then, we make
the transitive closure for each node in this simplified graph. The API call graph is shown in Figure 6.

4 MALICIOUS BEHAVIOR SPECIFICATION

In this section we introduce malicious API graphs, and we show how to apply these graphs to detect malwares.

4.1 Malicious API Graphs

A malicious API graph is a directed graph $G_M = (V_M, E_M, V_0, V_F)$, where $V_M \subseteq A$ is a finite set of vertices, $E_M : V_M \times V_M$ is a finite set of edges, $V_0 \subseteq V_M$ is the set of initial nodes, i.e., the set of nodes $v$ s.t. there does not exist any edge coming to $v$, and $V_F \subseteq V_M$ is the set of final nodes, i.e., the set of nodes $v$ s.t. there does not exist any edge exiting $v$. An edge $(f_1, f_2)$ in $E_M$ means that the API function $f_2$ is executed after the API function $f_1$. Let $f_0, \ldots, f_k$ be API functions. A malicious behavior $f_0 \cdots f_k$ is represented in the malicious API graph if $f_0 \in V_0$, $f_k \in V_F$, and for every $i, 1 \leq i \leq k$, $(f_i, f_{i+1}) \in E_M$.

For instance, the malicious behavior of the Android trojan sms spy is expressed by the malicious API graph of Figure 2. In this graph, the behavior starts at the initial node `DeviceId()` and ends at the final node `Android/telephony/gsm/SmsManager;`-c `sendTextMessage()`. This graph represents the behavior of getting and sending the Phone Id via a text message.

4.2 Malware Detection using Malicious API Graphs

Given a program represented by its API call graph $G_{api} = (V_{api}, E_{api})$, and a set $M$ of malicious behaviors (sequences of API functions) represented by a malicious API graph $G_M = (V_M, E_M, V_0, V_F)$, we check whether the program contains one of the malicious behaviors in $M$, by performing a kind of product as follows: $G_P = (V_P, E_P, V^P_0, V^P_F)$ such that $V^P_0 = \{(m, f) \in V_{api} \mid f \in V_0\}$, $V^P_F = \{(m, f) \in V_{api} \mid f \in V_F\}$, and $E_P = \{((m, f), (m', f')) \in E_{api} \mid (f, f') \in E_M\}$. Then, the program contains a malicious behavior in $M$ iff $G_P$ contains paths that led from an initial node in $V^P_0$ to a final node in $V^P_F$.

5 MALICIOUS BEHAVIORS EXTRACTION

The problem is to compute the malicious API graph from a set of malicious and benign API call graphs. Following the work in (Dam and Touili, 2016), we compute the subgraphs which are relevant to the malicious graphs but not relevant to the benign ones. A relevant subgraph contains nodes and edges that are meaningful to the malicious API call graphs. Applying the techniques of the information retrieval community, we associate to each node/edge of the API call graphs a weight to measure its relevance with respect to the malicious graphs and wrt. the benign ones. Using these weights, we construct the malicious API graphs. In this section, we recall the approach of (Dam and Touili, 2016) and show how to apply the TFIDF scheme that was widely applied for documents by the IR community for our malicious graph extraction problem.

5.1 Term Weighting Scheme

Relevance in a Graph. In what follows, we call nodes and edges terms. The relevance of a term is measured by a TFIDF weight. This scheme ensures that if a term has a higher weight, then it is more relevant in the graph. The TFIDF weighting scheme is a well-known technique of the IR community that is applied in many applications in web searching, text
searching, image searching, etc. It was mainly applied for documents. Following (Dam and Touili, 2016), we show here how to apply it for graphs. The weight in the TFIDF scheme is measured from the occurrences of terms in a graph and their appearances in other graphs. If a term occurs frequently in a graph and appears rarely in other graphs, it is one of the relevant terms in this graph. For a given term, its relevance to an API call graphs in the collection \( G \) is measured by the TFIDF weight as follows:

\[
w(i, j) = F(tf(i, j)) \times idf(i) \tag{1}
\]

where \( w(i, j) \) is the weight of a term \( i \) in graph \( j \). The \( idf \) factor ensures a higher weight for terms which appear in a few graphs of the collection. It varies inversely with the number of graphs \( df(i) \) that contain a term \( i \) in a collection of \( N \) graphs. A typical factor may be computed as \( \log(\frac{N}{df(i)}) \). \( tf(i, j) \) is the number of occurrences of term \( i \) in graph \( j \), called term frequency.

Moreover, a term in a large-size graph may have a high term frequency. If in a collection the difference between the sizes of graphs is high, the term frequencies are taken over by the large-size graphs. Thus, one needs to take into account the size of the graphs while computing the term frequency. This is implemented using the function \( F \) that involves a size normalization component (Robertson et al., 1995; Singhal et al., 1996). In our experiment, we apply several functions of term frequency. They are defined as follows:

- \( F_1(tf(i, j)) = tf(i, j) \) leads to the raw factor.
- \( F_2(tf(i, j)) = \frac{(k_1+1)\times tf(i, j)}{tf(i, j)+k_1} \) implements the size normalized BM25 factor (Robertson and Zaragoza, 2009; Robertson et al., 1995).
- The size normalized logarithmic factor can be implemented by the following function (Singhal et al., 1999; Singhal and Kaszkiel, 2001):

\[
F_3(tf(i, j)) = \left\{ \begin{array}{ll}
\frac{1+ln(b+1)+ln(idf(i))}{\text{AVG}(G)} & \text{if } tf(i, j) > 0 \\
0 & \text{if } tf(i, j) = 0
\end{array} \right.
\]

- The size normalized sigmoid factor (Yao et al., 2006) can be implemented by function \( F_3 \) defined as follows:

\[
F_3 = \left\{ \begin{array}{ll}
\frac{k_1+1}{k_1} & \text{if } tf(i, j) > 0 \\
k_1 & \text{if } tf(i, j) = 0
\end{array} \right.
\]

Where \( \text{AVG}(G) \) is the average size of graphs in the collection \( G \). In the above formulas, by setting \( b \) to 1, graph size normalization is fully performed, while setting \( b \) to 0 turns off the size normalization effect.

In the TFIDF weighting scheme, these functions are applied and have shown good performances. However, there is no theoretical evidence to prove which function is better than the others. Thus, we take into account all these functions in our experiments to determine which one is the best function for our problem.

**Relevance in a Set.** Given a set \( G \) of API call graphs and a term \( i \), the relevance of term \( i \) in \( G \) is measured by its relevance in each graph in this set: it is computed as the sum of the term weights of \( i \) in each graph of \( G \):

\[
W(i, G) = \frac{1}{K} \sum_{j=1}^{K} w(i, j) \tag{2}
\]

where \( K = \max_{j} w(i, j) \) is a normalizing coefficient. It is used to normalize the term weight values in the different graphs to make them comparable in the summation. \( w(i, j) \) is a TFIDF term weight of term \( i \) in graph \( j (j \in G) \), \( w(i, j) \) is computed using one of the functions \( F \) as described above. \( W(i, G) \) is the weight of term \( i \) in the set \( G \). A term with a higher weight is more relevant to graphs in set \( G \).

**Malicious Relevance.** In our context, given \( G_M \) and \( G_B \) that are the sets of malicious graphs and benign graphs respectively, we want to compute a term weight that is high if the term is relevant for set \( G_M \) but not for set \( G_B \). If a term \( i \) is relevant in both sets, then it is not meaningful, as it does not correspond to a malicious behavior. Thus, given a term \( i \) we need to compute a new weight of term \( i \) to measure its relevance in set \( G_M \) with respect to set \( G_B \). This is computed by two intuitive equations.

The first equation is the Rocchio equation which intuitively measures the weight of a term by the distance between its weights in the sets \( G_M \) and \( G_B \) (Christopher D. Manning, 2009). A higher distance of a term means that it is more relevant for \( G_M \) than for \( G_B \). Given a term \( i \), the relevance of term \( i \) in the set \( G_M \) against the other set \( G_B \) is given by:

\[
W(i, G_M, G_B) = \beta \times \frac{W(i, G_M)}{|G_M|} - \gamma \times \frac{W(i, G_B)}{|G_B|} \tag{3}
\]

where \( |G_M| \) and \( |G_B| \) are the sizes of the sets \( G_M \) and \( G_B \), \( \beta \) and \( \gamma \) are parameters to control the effect of the two sets \( G_M \) and \( G_B \).

The second equation is the Ratio equation which computes the relevance of a term \( i \) as follows:

\[
W(i, G_M, G_B) = \frac{W(i, G_M)}{|G_M|} \times \frac{\lambda + |G_B|}{\lambda + W(i, G_B)} \tag{4}
\]
Intuitively, this is a kind of quotient between the weight of \( i \) in \( G_M \) and its weight in \( G_B \). Thus, the weight of term \( i \) in \( G_{MB} \) is high if it has a high weight in \( G_M \) and a low weight in \( G_B \).

As the two equations above (Rocchio and Ratio) are natural and intuitive, a higher weight indicates a higher relevance of a term \( i \) in \( G_M \). We have no theoretical evidence that shows the advantage of taking one equation over the other. Thus, in our experiments, we make a comparison of the performances of these two equations in order to decide which one is the best for our application. In our experiments, the values of \( \beta, \gamma \) and \( \lambda \) are set to 0.15, 0.75 and 0.5, respectively. (These are the typical values used in the IR community.)

5.2 Computing Malicious API Graphs

A malicious API graph is a combination of terms which have a high malicious relevance. Since terms of a graph are either nodes or edges, we can compute the malicious API graphs by several possible strategies. These strategies depend on a parameter \( n \) which is chosen by the user. \( n \) corresponds to the number of nodes (resp. edges) that are taken into account in the computation. In what follows, by “weight of a term \( i \)” we refer to \( W(i; G_M, G_B) \). Let \( \{(m_1, f_1), \ldots, (m_n, f_n)\} \) be the set of nodes with the \( n \) highest weights. Let \( A_M = \{f_1, \ldots, f_n\} \subseteq A \) be the corresponding API functions. Let \( \{e_1, \ldots, e_n\} \) be the set of edges that have the \( n \) highest weights. Intuitively, this means that the API functions in \( A_M \) and the edges in \( \{e_1, \ldots, e_n\} \) are the most relevant ones. Then, the malicious API graphs are computed using the following strategies:

**Strategy 1.** We take nodes which correspond the API functions in \( A_M \) and then add edges with the highest weight to connect these nodes. No other node is added.

**Strategy 2.** We start from nodes which correspond to the API functions \( A_M \). For every node, we consider all its outgoing edges, and we add the edge with the highest weight, even if it involves a node that is not in \( A_M \).

**Strategy 3.** We construct the graph from the edges with the highest weights \( \{e_1, \ldots, e_n\} \).

6 EXPERIMENTS

We evaluate the performance of our approach on a data set of 459 benign applications, which are collected from the website apkpure.com and 3100 malicious applications which are gotten from Drebin dataset (Arp et al., 2014). We divide this data set into two sets for training and testing. The training set consists of 1900 malicious applications and 359 benign applications. The test set consists of 1200 malicious applications and 100 benign applications. Figure 7 shows the proportions of each malware category in the training set and in the test set. There are two phases in this evaluation as follows.

- **Training Phase.** In this phase, we extract the malicious API graphs from the data in the training set as follows. Firstly, we take each input application as an APK file. Then, this APK file is unpacked and decompiled by Apktool. After getting its smali code from Apktool, we construct the CFG and the API call graph of this application. Once we build the API call graph for each application, we compute the malicious API graphs by the strategies described in Section 5.2.

- **Testing Phase.** In this phase, we apply the malicious API graphs to classify the applications in the test set. We take each input application as an APK file. Then, we unpack and decompile this APK file to get its smali code by using Apktool. After that, we construct its API call graph. As we described in Section 4.2, this application is marked as malicious if there is a feasible common path between its API call graph and the malicious API graphs. Otherwise, it is marked as benign.

We evaluate the performance of the functions \( F_1, F_2, F_3 \) and \( F_4 \) (detailed in Section 5.1) with the Rocchio and Ratio equations (equations 3 and 4). For each combination, we construct the malicious API graph from the training set. Then, these specifications are evaluated on the test set. The performance is measured by the following quantities. Recall (Detection rate) is the True Positives over the number of malicious API call graphs. Precision is the True
Table 1: The best performance of each strategy.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>$n$</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 by F4 with Rocchio equation</td>
<td>100</td>
<td>82.8%</td>
<td>97.3%</td>
<td>89.5%</td>
</tr>
<tr>
<td>S1 by F2 with Ratio equation</td>
<td>80</td>
<td>75.4%</td>
<td>98.7%</td>
<td>91.8%</td>
</tr>
<tr>
<td>S2 by formula F4 with Rocchio equation</td>
<td>100</td>
<td>87.6%</td>
<td>97.5%</td>
<td>92.3%</td>
</tr>
<tr>
<td>S2 by formula F2 with Ratio equation</td>
<td>100</td>
<td>85%</td>
<td>98.8%</td>
<td>93.1%</td>
</tr>
<tr>
<td>S3 by formula F3 with Rocchio equation</td>
<td>85</td>
<td>92%</td>
<td>98%</td>
<td>94.9%</td>
</tr>
<tr>
<td>S3 by formula F3 with Ratio equation</td>
<td>85</td>
<td>92%</td>
<td>98%</td>
<td>94.9%</td>
</tr>
</tbody>
</table>

Positives over the sum of True Positives and False Positives. F-Measure is a harmonic mean of precision and recall that is computed as $F$-Measure = $2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$. These are standard evaluation measures in the IR community. The technique computes more relevant items than irrelevant if the precision rate is high. We can deduce that most of the relevant items were computed if the recall rate is high. As for the F-measure, it is 1 if all retrieved items are relevant and all relevant items have been retrieved.

The figures below show the F-measure obtained from the combinations of different formulas and strategies. In these experiments, we vary $n$ from 5 to 120. According to the results, the ratio equation gives the best performance with formulas F2 and F3 while the Rocchio equation gives the best performance with formula F4. Moreover, the F-measure is more stable (no jumps) with the ratio equation than with the Rocchio equation. Table 1 shows the best obtained results for each combination. We obtain the best performance from the strategy S3 by F3 with both weighting equations. The detection rate reaches 92% with 98% of precision at $n = 85$. Therefore, we use this configuration (S3 by F3 with the ratio equation) for malicious graphs extraction because the ratio equation is more stable.

Moreover, our tool was able to automatically extract several graphs that represent real malicious behaviors. For example, it was able to extract the graph of Figure 11 below. This behavior consists of repeatedly sending the user information by text messages. First, the method createFromPdu() is called to create a new text message. Then, the method getUserData() is called to get the information of the user. Additionally, more information is gotten from calling getSharedPreferences(). The message is sent by calling sendTextMessage(). This process is repeated by an iterator object.

7 CONCLUSION

In this paper, we consider the problem of automatically extracting Android malicious behaviors. To solve this problem, we consider a set of benign and malicious Android applications. We model these applications using API call graphs, and we extract from these graphs the relevant subgraphs that form the malicious specifications by using and adapting well-known techniques in the Information Retrieval community. Using the graphs generated by our techniques, we obtained interesting results: 92% of detection rates with 98% of precision. As far as we know, this is the first time that information retrieval
techniques are applied for the automatic extraction of Android malicious behaviors.
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