Hyperspectral Terrain Classification for Ground Vehicles
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Abstract: Hyperspectral imaging increases the amount of information incorporated per pixel in comparison to normal RGB color cameras. Conventional spectral cameras as used in satellite imaging use spatial or spectral scanning during acquisition which is only suitable for static scenes. In dynamic scenarios, such as in autonomous driving applications, the acquisition of the entire hyperspectral cube at the same time is mandatory. We investigate the eligibility of novel snapshot hyperspectral cameras. It captures an entire hyperspectral cube without requiring moving parts or line-scanning. The sensor is tested in a driving scenario in rough terrain with dynamic scenes. Captured hyperspectral data is used for terrain classification utilizing machine learning techniques. The multi-class classification is evaluated against a novel hyperspectral ground truth dataset specifically created for this purpose.

1 INTRODUCTION

Spectral imaging is an important and fast growing topic in remote sensing. It is defined by acquiring light intensity (radiance) for pixels in an image. Each pixel stores a vector of intensity values, which corresponds to the incoming light over a defined wavelength range. In hyperspectral imaging typically a few tens to several hundreds of contiguous spectral bands are captured. Typically, researchers use sensors like these on Landsat, SPOT satellites or the Airborne Visible Infrared Imaging Spectrometer (AVIRIS). These sensors provide static information of the Earth’s surface and allow static analysis. This area has been firmly established for many years and is essential for several applications like earth observation, inspection and agriculture. But the topic of onboard realtime hyperspectral image analysis for autonomous navigation is relatively unexplored. New sensors and procedures are needed here. A drawback of established approaches are the scanning requirements for constructing a full 3-D hypercube of a scene. Using line-scan cameras, multiple lines need to be scanned, while for cameras using special filters several frames have to be captured to construct an spectral image of the scene. The slow acquisition time is responsible for motion artifacts when observing dynamic scenes. This drawback can be overcome with novel highly compact, low-cost, snapshot mosaic (SSM) imaging. Since this technology can be built in small cameras and the capture time is considerably shorter than that of filter wheel solutions allowing to capture a hyperspectral cube at one discrete point in time. Using this sensors it is possible to install hyperspectral cameras system on unmanned land vehicles and utilize them for terrain classification and autonomous while moving. Due to the specific mosaic structure of these sensors, special pre-processing is needed in order to obtain a hypercube with spectral reflectance from captured the raw data.

In this paper we investigate the use of snapshot mosaic hyperspectral cameras on unmanned land vehicles for drivability analysis utilizing machine learning techniques to classify spectral reflectances. We make use of established supervised classifiers to recognize different classes like drivable, rough and obstacle which can bee seen as terrain recognition or environmental perception based on spectral reflectances.

The remainder of this paper is organized as follows. In the following section an overview of common algorithms for spectral classification is given. Then our general setup and preprocessing is presented in section 3. Our classification approach is described in detail in section 4. And in section 5 we present our results on our new hand-labeled dataset. Finally a conclusion of our work is given in section 6.
2 RELATED WORK

Hyperspectral image classification has been under active development recently. Given hyperspectral data, the goal of classification is to assign a unique label to each pixel vector so that it is well-defined by a given class. The availability of labeled data is quite important for nearly all classification techniques. Although there are some unsupervised classification algorithms in literature, we focus on supervised classification for the moment, because it is more widely used as shown by Plaza et al. (Plaza et al., 2009). Most supervised classifiers suffer from the Hughes effect (Hughes, 1968) especially when dealing with high dimensional hyperspectral data. To deal with this issue Melgani et al. (Melgani and Bruzzone, 2004) and Camps-Valls et al. (Camps-Valls and Bruzzone, 2005) introduced support vector machines with adequate kernels for hyperspectral classifications. SVMs were originally introduced as a binary classifier (Schölkopf and Smola, 2002). So to solve multi-class problems usually several binary classifiers are combined.

Supervised techniques are limited by the availability of labeled training data and suffer from the high dimensionality of the data. While recording data is usually quite straightforward, the precise and correct annotation of the data is very time-consuming and complicated. Therefore Semi-supervised techniques have come up to fix this as proposed by Camps-Valls et al. (Camps-Valls et al., 2011). Jun et al. (Li et al., 2010) presented an semi-supervised classifier that selects non-annotated data based on its entropy and adds it to the training set. The classification of hyperspectral data reveals several important challenges. There is a great mismatch between the high dimensionality of the data in the spectral range, its strong correlation and the availability of annotated data, which are absolutely necessary for the training. Another challenge is the correct combination and integration of spatial and spectral information to take advantage of both of the features.

In various experiments by Li et al. (Li et al., 2012) it was observed that classification-results can be improved by investigating spatial information in parallel with the spectral data. Different efforts have been made to incorporate context-sensitive information in classifiers for hyperspectral data (Plaza et al., 2009). Fauvel et al. (Fauvel et al., 2008) fuse morphological and hyperspectral data to enhance classification results. As a consequence, it has now been widely accepted that the combined use of spatial and spectral information offers significant advantages. To integrate the context into kernel-based classifiers, a pixel can be simultaneously defined both in the spectral domain and in the spatial domain by applying a corresponding feature extraction. Contextual characteristics are defined, for example, by the standard deviation per spectral band. Contextual features are achieved, for example, by the standard deviation per spectral band. This leads to a family of new kernel methods for hyperspectral Data classification reported by Camps-Valls et al. (Camps-Valls et al., 2006) and implemented using an support vector machine.

An alternative approach to combining contextual and spectral information is the use of Markov random fields (MRFs). They exploit the probabilistic correlation of adjacent labels (Tarabalka et al., 2010).

There is already a broad literature base for optical indices in de hyperspectral domain. A study provided by Main et al. (Main et al., 2011), which tested 73 chlorophyll spectral indices on various data sets. The indices were evaluated and ranked based on their prediction error (RMSE). The majority of the most powerful indices were simple ratio or normalized difference indices based on wavelengths outside the chlorophyll absorption center of 680-730 nm. One of these indices is the Normalized Differenced Vegetation Index (NDVI) (Kriegler et al., 1969).

Recently Tsagkatakis et al. (Tsagkatakis et al., 2016; Tsagkatakis and Tsakalides, 2016) proposed several preprocessing methods for reconstruction of spectral data which was captured with the cameras we use. The reconstruction for example is done by utilizing spatio-spectral compressed sensing (Tsagkatakis and Tsakalides, 2015; Tsagkarakis et al., 2016). Whereas Degraux et al. (Degraux et al., 2015) formulate the demosaicing as a 3-D inpainting problem to solve it and increase the resolution of the data volume.

The combination of RGB and multispectral data, using the same hyperspectral snapshot cameras, was evaluated by Cavigelli et al. (Cavigelli et al., 2016) on data with static background and a very small dataset utilizing deep neural nets.

3 SENSOR SETUP

The hyperspectral cameras used here were build by Ximea utilizing a snapshot mosaic filter which has a per-pixel design. The filters are arranged in a rectangular mosaic pattern of n rows and m columns, which is repeated w times over the width and h times over the height of the sensor. For convenience, we call one mosaic pattern a macro pixel, which contains exactly all wavelength sensitivities. In this work we used the MQ022HG-IM-SM4X4-VIS (VIS) and the MQ022HG-IM-SM5X5-NIR (NIR) cameras man-
Produced by Ximea with a chip from IMEC (Geeelen et al., 2014). These sensors are designed to work in specific spectral ranges which are called the active range. The active ranges for these sensors are:

- **visual spectrum (VIS):** 470-620 nm
- **near infrared spectrum (NIR):** 600-1000 nm

This leads to a mosaic pattern with \( n_{\text{VIS}} = 4, m_{\text{VIS}} = 4 \) for the VIS and \( n_{\text{NIR}} = 5, m_{\text{NIR}} = 5 \) for the NIR camera. Ideally every filter has peaks centered around a defined wavelength spectrum with no response outside. However contamination is introduced into the response curve and the signal due to physical constraints. These effects can be summarized as a spectral shift, spectral leaking, and crosstalk and need to be compensated.

The raw data we get from the camera needs a special preprocessing. Therefore we need to obtain a hypercube with spectral reflectance/radiance from the raw data. This step consists of cropping the raw image to the valid sensor area, removing the vignette and converting to a three dimensional image, also called hypercube. Reflectance calculation is the process of extracting the reflectance signal from the captured data of an object. The purpose is to remove the influence of the sensor characteristics like quantum efficiency and the illumination source on the hyperspectral representation of objects.

**4 HYPERSONTAL CLASSIFICATION**

Supervised learning techniques like Random Forest need a training set, which consists of a set of sample feature vectors coupled with a corresponding labeling. The labels \( c \in C \) are user-defined classes which are normally represented by integer numbers. The training and test sets are randomly composed from our annotated dataset, which will be explained in section 5 in more detail.

Given a set of \( N \) corresponding training pairs the aim is to find a function \( \gamma \) which generalizes well enough to new data, so accurate predictions for previously unseen data can be calculated.

\[
\gamma(\mathbf{x}) = c
\]  

In this process a classifier might generate a model which is a representation of the given problem from which a classification can be deduced. An accurate
model yields better results for unseen data but highly depends on the training data.

We have chosen to utilize a Random Forest (RF) as a supervised classifier, because it’s fast to train and delivers remarkable results.

Random Forests belong to the group of ensemble classifiers and utilize a set of Decision Tree classifiers to learn a robust model. Each classifier is trained on its own subset of training data which is generated by bagging. Bagging is a common approach where samples are randomly drawn with replacement from the original dataset to generate a new distribution of the data. This prevents overfitting and yields different patterns in the input data. The decision trees are unbalanced binary trees. A single decision tree is composed of several nodes, an unique root node, a set of internal nodes and a set of leaves. They form an decision space with the leaves representing a class assignment.

Each of its nodes is composed of a feature index \( i \) to split on and a threshold \( t \) to split at. It classifies a given feature vector \( x \) as follows. A label is directly assigned if the node is a leaf otherwise a child node assigns the label. The left child node is used if \( x[m] \leq t \) otherwise the right. This recursively partitions the feature space beginning at the unique root node. Building the tree is done also starting at the root by splitting greedily. Splits are calculated by choosing the best feature and the best threshold from all features of the feature vector and a small set of thresholds which is generated randomly. To determine the best split, a gain is maximized. Measurement for the gain \( G \) of a split is the weighted impurity \( I(x) \) difference between the samples at a node and after the split

\[
G = I(X) - \sum_{i \in (L,R)} \frac{|X_i|}{|X|} I(X_i) \tag{6}
\]

where \( X \) is the given set of feature vectors and \( X_L, X_R \) is the set of vectors which is splitted to the left or right. We used the gini impurity for its fast computation and good results. Furthermore these decision trees only use a random subset of the features for every decision node to further increase their diversity. These decision trees, form a Random Forest, which are used to classify the generated subsets. The result of the classification is obtained by majority voting.

In order to classify regions of an environment for its drivability, a suitable model must be trained using a Random Forest classifier. Since two cameras with different wavelength sensitivities were used here, two separate models need to be trained. However, the recorded raw images must first be preprocessed in order to filter error-prone data and then be annotated. Since the data was taken from a vehicle driving in a natural environment with sunlight, they are partially under and overexposed. Therefore, these data must first be sorted out and filtered so that a stable model can be learned. As already mentioned in section 3, a pre-processed image forms a hypercube with a spectrum of 16 or 25 spectral reflectances for each pixel defined as \( \chi \). For training, the annotated hypercubes are first dissected and filtered as described above. The remaining spectra are randomly composed to test and training data sets. As input data, a Random Forest now receives an annotated spectrum which consists of a 16 or 25 dimensional feature vector.

Utilizing the training set we trained a Random Forest with ten trees for every camera. By making use of parallelization we were able to further boost the performance of the already fast Random Forest classifier. To solely test the hyperspectral classification accuracy only one spectrum \( \chi \) with \(|\lambda|\) spectral bands has to be given to the classifier at once. This corresponds to a per pixel classification of an image, as further discussed in the next section.

5 EVALUATION

As far as we know, there is no publicly available data set with hyperspectral data recorded by these special cameras. Therefore we built our own dataset, which will be published in the near future. We equipped a standard car with the MQ022HG-IM-SM4X4-VIS (VIS) and MQ022HG-IM-SM5X5-NIR (NIR) from Ximea. The cameras are calibrated and synchronized using a hardware trigger. We collected a total of \( \approx 200GB \) of data driving through suburban areas, from which we selected a subset for labeling hyper-spectral data. As there is no labeling tool, which is able to handle our hyperspectral data correctly, we developed our own.

The recorded and preprocessed data had then to be annotated. This was done by hand for all images of each dataset. During the labeling process not all image pixels have been assigned classes. This is due to the fact, that border areas between materials are not unambiguously assignable. And as later results have shown no errors arise from this constrain. The dataset was labeled in terms of drivability. The main classes were drivable, rough and obstacle furthermore the class sky was introduced as an additional class, because it is an important part of our scene and defines the border of the terrain. Furthermore it’s reflectance is visible many places like cars. In addition a principal component analysis (PCA) was performed on this dataset projecting it to 7 features.

Random Forests and Gaussian Naive Bayes (Chan
et al., 1982) have been applied to our initial training and test datasets as well as the PCA transformed data.

It is noticeable that the Random Forest classifier has generally produced poorer results with models trained by using PCA data. This is consistent with the findings of Cheriyadat (Cheriyadat and Bruce, 2003), because of the fact that hyperspectral data is highly correlated. The Gaussian Naive Bayes classifier (GNB) in contrast, produced better results with the PCA as indicated in figure 3. This is justified by the fact that the GNB does not regard the data as being correlated. However, since the spectral data are highly correlated, this classifier does not perform well as a consequence. The PCA implicitly introduces a decorrelation of the data, helping the GNB.

In figure 4 several spectras of classes we recon-
Figure 6: Results of our classification based on Random Forest trained with our NIR and VIS data set. The left image shows a single spectrum, the middle is a visualisation of our annotation and the right image shows the visualized classification results.

structured are plotted, were clear differences in the spectral reflectances of the individual classes can be spotted. Furthermore figure 6 shows some visualisations of our classification results. The classifier was able to separate the road cleanly from rough ground and obstacles. Figure 3 and figure 5 provide a more detailed overview of the results. Here the accuracy and precision are plotted against the respective classes.

**VIS.** The VIS camera has a 5 mm lens and a fairly wide field of view and does not only capture the terrain but also the scene above. By looking at figure 3 it is striking that for all classifiers the class sky is by far the highest. This can simply be explained by the fact that the sky in the VIS data generally occupies a large area. So enough records are available and the classifier can adapt well. Furthermore, the sky has a very characteristic radiation. Therefore it is very easy to distinguish sky from other areas in the scenery. The Random Forest classifier also produced noticeable high scores for the other classes where rough and obstacle have slightly lower scores. This might be caused by the fact, that the classification uses only spectral information, which can’t distinguish between a stone wall and a stone path. Because it isn’t trained to take context and spatial information into account. Overall the GNB scores worse with the exception of the raw precision for obstacles.

**NIR.** First it must be noted that the NIR camera, unlike the VIS camera, has a double-telecentric 16 mm
lens and is directed downwards. Therefore, it has only recorded data from the road ahead of the vehicle. This means that no data from the sky is available and consequently can not be trained. Furthermore, the training and test data set consists of only about 0.66% of data annotated as an obstacle. Accordingly, the trained model is not capable of classifying obstacles. This is also indicated in figure 5a where Gaussian Naive Bayes is not capable of classifying obstacles. The Random Forest classifier, performed best with a precision of 70% and a recall of 56% on the obstacle class. This suggests that 70% of the data identified as an obstacle was actually an obstacle and 56% of all obstacles were also classified. This is quite remarkable considering the available data.

The classes drivable and rough produced better classification rates. This is because solid ground, which is composed of asphalt or stones, was regarded as being drivable. And meadows, fields, bushes and grasses were labeled as rough. So the rough surface consists almost exclusively of elements, which contain a high proportion of chlorophyll. Elements with chlorophyll are easily separated from elements with a low content of chlorophyll, since chlorophyll has its strongest absorption at about 675 nm and the absorption decreases sharply afterwards, which can be also seen in our reconstructed spectrum in figure 4b.

6 CONCLUSION

The experiments carried out imply a Random Forest classifier to be reliable for hyperspectral classification in combination with the snapshot hyperspectral cameras. The Random Forest classifier delivers decent results for the NIR camera as well as for the VIS camera. Based on the captured hyperspectral data we were able to precisely distinguish road or drivable areas from non-drivable areas like rough or obstacles, which could greatly enhance terrain classification performance.

Furthermore, a Random Forest can be trained in a short time in comparison to the other methods. Due to its structure, it can be parallelized very well and accelerated effectively. Another interesting result is that the balance of the training is vital for the quality of the classification. These promising results are a first showcase for the capabilities of the novel sensor system and its suitability for terrain classification, e.g. in autonomous driving. In order to improve the pixelwise classification, we plan to combine it with a conditional random field and to additionally add spatial and laser data to achieve an improved classification.
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