A Multiclass Anisotropic Mumford-Shah Functional for Segmentation of D-dimensional Vectorial Images
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Abstract: We present a general model for multi-class segmentation of multi-channel digital images. It is based on the minimization of an anisotropic version of the Mumford-Shah energy functional in the class of piecewise constant functions. In the framework of geometric measure theory we use the concept of common interphases between regions (classes) and the value of the jump discontinuities of the (weak) solution between adjacent regions in order to define a minimal partition energy functional. The resulting problem is non-smooth and non-convex. Non-smoothness is dealt with highlighting the relationship of the proposed model with the well known Rudin, Osher and Fatemi model for image denoising when piecewise constant solutions (i.e partitions) are considered. Non-convexity is tackled with an optimal threshold of the ROF solution which we which generalize to multi-channel images through a probabilistic clustering. The optimal solution is then computed with a fixed point iteration. The resulting algorithm is described and results are presented showing the successful application of the method to Light Field (LF) images.

1 INTRODUCTION

Image segmentation is, possibly, one of the most important steps of any image analysis, recognition or image quantification process. Among the most established methods, minimization of a feasible energy functional has proven to be an efficient, accurate and sound based mathematical framework for digital image processing. A key stone in image segmentation is the celebrated Mumford and Shah model (Mumford and Shah, 1989) which is a piecewise model producing a partition (segmentation) of a digital image. Several mathematical and computational difficulties arise when this model is considered. Convex formulations have been developed for solving a more general model in terms of multi-labelling problems, (Pock et al., 2009) and (Brown et al., 2011). A simplified version of the Mumford and Shah model in a curve evolution framework (level sets) is also considered in (Chan and Vese, 2001). Their proposal amounts to consider a coupled system of parabolic equations and, as such, it presents a strong dependency on the initialization of the numerical scheme and a extremely low stabilization rate to the steady state solution. Also, this model do not properly takes account of the local inter-phases between adjacent classes (some are counted twice and some are missed).

The framework we propose is a generalization of the model for binary (2-classes) segmentation of 2D grayscale images proposed by Osher and Vese (Osher and Paragios, 2003). We use the concept of weights for the inter-phase lengths introduced for binary segmentation and we generalize it to M-Classes segmentation on D-Dimensional vectorial images. This generalization leads to an anisotropic version of the Mumford-Shah model (hereafter AMS model). Moreover, we show that the resulting AMS model for multi-class multi-channel segmentation has the same minimum as the vectorial version of the celebrated Rudin, Osher and Fatemi (Rudin et al., 1992) denoising model (from now on VROF model) when restricted to (minimized in) the set of piecewise constant functions (which are $SBV(\Omega)$ functions). In fact the energy of the two functionals is exactly the same when this set is considered for minimization. In turn this allows to solve the segmentation problem using the well-established theory for the ROF model where existence and uniqueness was proved (Chambolle and Lions, 1997) and for which efficient numerical schemes where developed (Chambolle, 2004;
Possible applications of the proposed multiclass model are segmentation of a given Optical Flow, which is a 2D vectorial field, multimodal magnetic resonance image, considering each modality as a single channel, and in general multiclass segmentation task. In this work, as a specific application of the above general setting, we consider Light Field images (LF) partition. There is a growing interest for light field imaging applied to computer vision due to the new hand-held cameras such as Lytro\textsuperscript{1} or Raytrix\textsuperscript{2}. In fact, compared to conventional imaging, light field imaging increases the directional information of the scene. Plenoptic cameras (Lippman, 1908; Ng, 2006; Ng et al., 2005; Perwass and Wietzke, 2010) capture LF images from scene keeping the light direction information increases the directional information of the scene. Plenoptic cameras (Lippman, 1908; Ng, 2006; Ng et al., 2005; Perwass and Wietzke, 2010) capture LF images from scene keeping the light direction in- formation. The purpose of this cameras is capturing LF images from scene keeping the light direction in- formation. There is a growing interest for light field imaging increases the directional information of the scene. Plenoptic cameras (Lippman, 1908; Ng, 2006; Ng et al., 2005; Perwass and Wietzke, 2010) capture LF images from scene keeping the light direction in- formation. The purpose of this cameras is capturing LF images from scene keeping the light direction in- formation.

The mathematical modeling of the light field im- ages is usually done considering two planes of \(\mathbb{R}^2\). One of them defines the spatial coordinates in a single view and the other one defines the view itself. Let \(\Omega \subset \mathbb{R}^2\) and \(\Pi \subset \mathbb{R}^2\) be bounded Lipschitz domains representing the spatial image domain and the angular domain respectively, and let \(\mathbf{f}\) be a multi-channel data. The LF image can be modeled as the 4-D function

\[
f : \Omega \times \Pi \to \mathbb{R}^M, \quad (\tilde{p}, \tilde{q}) \to \mathbf{f}(\tilde{p}, \tilde{q})
\]

where \(\tilde{p} := (x, y) \in \Omega\) and \(\tilde{q} := (s, t) \in \Pi\) represent coordinate pairs in the sensor plane spatial domain and in the view angular domain respectively. This provides a model of a lightfield color image as a vectorial 4D function, in such a way \(\mathbf{f}(x, y, s, t)\) represents the color (\(M = 3\) in the case of RGB color images) at pixel \((x, y)\) corresponding to ray \((s, t)\).

The structure of LF images allows for a very precisely disparity map computation with a very small cost (Wanner et al., 2013b), so one can assumes that this information is available as an additional feature to the intensity (gray) color, making this modality of image very suited to segmentation. In this case, for a color image in a RGB color space, \(M = 4\), the three first components corresponding to color information and the fourth to depth information. Notice that the user can add other information to the channels as for example local variance, texture, etc. This vectorial 4D dimensional structure of the images (color components and depth) allows to test the model presented in this work.

## 2 NOTATION AND DEFINITIONS

Let \(\Omega \subset \mathbb{R}^D\) be a bounded Lipschitz domain representing the digital image domain and let \(\mathbf{f} : \Omega \subset \mathbb{R}^D \to \mathbb{R}^M\) be a given D-dimensional noisy image representing the data, where \(M = 1\) for scalar images and \(M > 1\) for vector valued (multichannel) images. As usual in image processing we assume \(\mathbf{f} \in [L^\infty(\Omega)]^M\), i.e. \(\mathbf{f}\) essentially bounded.

Given an image and chosen the number \(N \geq 2\) of classes into which we wish to partition the given image, the segmentation problem can be formulated as the determination of a partition of the domain \(\Omega\) into a collection of sets \(\{\Omega_i\}_{i=1,N}\) of finite perimet- er (Cacciopoli sets) in \(\Omega\) such that no overlap and no vacuum can occur, e.g. \(\Omega_i \cap \Omega_j = \emptyset, i \neq j, \Omega = \bigcup_{i=1}^{N} \Omega_i \cup \Gamma_i\), where the boundary of each class is denoted by \(\Gamma_i = \delta \Omega_i \cap \Omega\). Given a partition \(P(\Omega)\) we define \(\chi_{\Omega} = (\chi_i), i = 1..N\) as the associated vectorial characteristic function. For almost every point \(x \in \Omega \subset \Omega\) we have \(\chi_i : \Omega \to \mathbb{R}^N\), \(\chi_i(x) = \tilde{e}_i\), where \(\tilde{e}_i\) is a vec- tor of the canonical base of \(\mathbb{R}^N\). Notice that the di- mension of \(\chi\) depends on the number of classes and it is independent from number of channels \(M\).

\[
\sum_{i=1}^{N} \chi_i(x) = 1, \text{a.e.} x \in \Omega.
\]

For a given vector valued function \(\mathbf{u} : \Omega \to \mathbb{R}^M\) the vectorial TV norm, denoted as \(\text{TV}\), is defined by the finite positive measure (Ambrosio et al., 2000; Bresson and Chan, 2008)

\[
|D\mathbf{u}|(\Omega) = \int_{\Omega} |D\mathbf{u}| = \sup_{\mathbf{p} \in K} \left\{ \int_{\Omega} \langle \mathbf{u}, \nabla \mathbf{p} \rangle d\mathbf{x} \right\}
\]

where \(\mathbf{P} : \Omega \to \mathbb{R}^{M \times D}\) is a matrix dual function, \(\nabla\) is the divergence operator and the product \(\langle \cdot, \cdot \rangle\) is the Euclidean scalar product defined as \(\langle \mathbf{v}, \mathbf{w} \rangle = \sum_{i=1}^{M} v_i w_i\) from where \(\langle \mathbf{u}, \nabla \mathbf{P} \rangle = \sum_{i=1}^{M} u_i (\nabla \mathbf{p}_i)\).

The set \(K\) of functions of the dual variable \(\mathbf{P}\) is

\[
K = \{ \mathbf{P} \in C^1_c(\Omega; \mathbb{R}^{M \times D}) : |\mathbf{P}| \leq 1 \}
\]

where \(|\cdot|\) is the \(L^2\) norm such that \(|\mathbf{P}| = \sqrt{\sum_{i=1}^{M} (P_i, P_i)}\).
Setting \( M = 1 \) and denoting the dual variable \( \mathbf{P} \) in vectorial form \( \mathbf{p} \) (scalar case) we can use (1) to define the perimeter of each subset \( \Omega \) of the partition in form (Klann and Ramlau, 2013):

\[
\text{per}(\Omega_i) = |D\chi_i|(|\Omega|) = \int_\Omega |D\chi_i| = \text{TV}(\chi_i) = (3)
\]

\[
\sup_{\mathbf{p} \in \mathbb{K}} \left\{ \int_\Omega \chi_i \nabla \cdot \mathbf{p} d\mathbf{x} \right\} = \sup_{\mathbf{p} \in \mathbb{K}} \left\{ \int_\Omega \nabla \cdot \mathbf{p} d\mathbf{x} \right\} = |\Gamma_i| = (4)
\]

where \( \chi_i \) is the characteristic function of the set \( \Omega_i \) and TV denotes the (scalar) Total Variation operator.

As a key feature of our framework we introduce the concept and notation for the common interface between subsets \( \Omega_i \) of the partition \( P(\Omega) \) to \( \Omega \). This provides a finer decomposition of the \( \text{TV} \) functional defined in (1) into common inter-phases which recover the discontinuity set of the solution weighting our believing of the classification through the strength of the boundary (the jump of the solution). Sharp transitions are then proportionally weighted and properly (locally) considered. For this some notations are introduced below.

Let \( \Gamma = \bigcup_{i=1}^{N} \Gamma_i \) be the (discontinuity) jump set of the solution \( \mathbf{u} \) defined through a partition and let \( \Gamma_i = \bigcup_{j=1}^{N} \Gamma_{ij}, i \neq j \), be the inter-phase (perimeter) of class \( \Omega_i \), i.e. the boundary of the class \( \Omega_i \). Let moreover \( \Gamma_{ij} \) to denote the local inter-phases between the classes \( \Omega_i \) and \( \Omega_j \) where the length of the inter-phases is defined as:

\[
|\Gamma_i| = \int_\Gamma d\mathcal{H}^{D-1} = (5)
\]

\[
|\Gamma_j| = \int_{\Gamma_j} d\mathcal{H}^{D-1} = (6)
\]

\[
|\Gamma_{ij}| = \int_{\Gamma_{ij}} d\mathcal{H}^{D-1} = (7)
\]

The perimeter \( |\Gamma_i| \) can be computed summing up the contribution of all the common interfaces between the different classes of the partition

\[
\text{per}(\Omega_i) = |\Gamma_i| = \sum_{i \neq j} |\Gamma_{ij}| = (8)
\]

that is the \( D-1 \)-dimensional Hausdorff measure \(|\emptyset| = 0 \) of the (reduced) boundary of \( \Omega_i \). Obviously \( |\Gamma_{ij}| = |\Gamma_{ji}| \).

Given a partition \( P(\Omega) \) we define \( \chi_i = (\chi_i)_i \), \( i = 1..N \) as the associated vectorial characteristic function. In this setting a vectorial piecewise constant function \( \mathbf{u} : \Omega \subset \mathbb{R}^D \rightarrow \mathbb{R}^M \) taking exactly \( N \) different positive values determined by a \( N \)-classes partition \( P(\Omega) \) and coefficient matrix \( \mathbf{C} \in \mathbb{R}^{M \times N} \), is determined via the vectorial mapping

\[
\mathbf{F} : P(\Omega) \times \mathbb{R}^{M \times N} \rightarrow [L^\infty(\Omega)]^M \quad (9)
\]

in form \( \mathbf{u} = \mathbf{F}(\mathbf{\chi}, \mathbf{C}) \). We can evaluate at each pixel \( x \in \Omega \) using this mapping in form \( \mathbf{F}(x) : \mathbb{R}^N \times \mathbb{R}^{M \times N} \rightarrow \mathbb{R}^M \) to have

\[
\mathbf{u}(x) = \mathbf{F}(\mathbf{\chi}(x), \mathbf{C}) = \mathbf{C} \mathbf{\chi}(x) = \mathbf{C} \mathbf{x} = \mathbf{c}_i \in \mathbb{R}^M \quad (10)
\]

where \( i \in \{1..N\} \) is such that \( x \in \Omega_i \). In other words this vectorial mapping selects the vector column \( \mathbf{c}_i \) of the matrix \( \mathbf{C} \) corresponding to the class \( \Omega_i \) to which the pixel \( x \in \Omega \) belongs. To each pixel corresponds exactly only one column which is a vector of constants which measure the sharpness of the boundary depending on the jump of the solution at the local interfaces. In fact there is a different jump at any local inter-phase. Notice that the dimension of the partition only depends on the number of classes \( N \) into which we classify (segment) the image domain \( \Omega \) and do not depends on the number of channels \( M \).

As example, for the simplest case of binary segmentation \( N = 2 \) of gray level scalar images \( M = 1 \) the associated coefficient matrix is simply \( \mathbf{C} = \mathbf{\hat{c}} = (c_1, c_2) \in \mathbb{R}^{1 \times 2} \) and we look for a piecewise constant (binary) function in form

\[
u(x) = \mathbf{F}(\chi, \mathbf{\hat{c}}) = \chi_1 \chi_1^c + c_2 \chi_2 \quad (11)\]

where \( \chi_1 \) and \( \chi_2 = 1 - \chi_1 \) are the characteristic functions of the binary partition \( P(\Omega) = \{\Omega_1, \Omega_2\} \).

### 3 SEGMENTATION MODEL

In this section we propose the generalization of the anisotropic version of the Mumford Shah functional, for multi-class segmentation of multichannel images. Its minimization leads to find a region-based segmentation defined in the image domain \( \Omega \) by a piecewise constant function \( \mathbf{u} = \mathbf{F}(\chi, \mathbf{C}) = \mathbf{C} \mathbf{\chi} \) into exactly \( N \)-classes obtained from multichannel data \( \mathbf{f} \). For that we propose to minimize the following energy functional:

\[
J(C, \Gamma) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} |\mathbf{e}_j - \mathbf{e}_i| |\Gamma_{ij}| + \frac{1}{2\lambda} \int_\Omega (\mathbf{C} \mathbf{x} - \mathbf{f})^2 d\mathbf{x} \quad (12)
\]

where vectors \( \mathbf{e}_i \in \mathbb{R}^M, i = 1..N \) are positive columns vectors of the coefficient matrix \( \mathbf{C} \in \mathbb{R}^{M \times N} \), \( \mathbf{f} \in [L^\infty(\Omega)]^M \) is the given (noisy) vector valued image and \( \lambda \in \mathbb{R}_+^* \) is a weighting parameter that acts as a trade-off between the fidelity to the data and the regularity of the solution, i.e. the smaller the lambda is, the less regular the solution will be.
Finally, for piecewise constant functions \( u = C\bar{x} \), the last term verifies
\[
||u - f||^2_{L^2(\Omega)}^M = \int_{\Omega} |u - f|^2 dx ...	ag{12}
\]
and models the \( L^2 \) fidelity norm measuring the likelihood of the data \( f \) assuming a Gaussian mixture distribution of the colors.

As example, for the simplest case of binary segmentation (\( N = 2 \) of gray level scalar images (\( M = 1 \)), we recover the model proposed in Osher and Vese in (Osher and Paragios, 2003), that a modified version of the Chan-Vese functional (Chan and Vese, 2001) in which the length term is weighted by the jump \( |c_2 - c_1| \), resulting in the following functional

\[
J(C, \Gamma) = |c_2 - c_1| \int_{\Gamma} d\gamma^1 + \frac{1}{\lambda} \sum_{i=1}^{N} |c_i - f|^2 dx
\]
\[
+ \frac{1}{\lambda} \int_{\Omega_2} |c_2 - f|^2 dx \tag{14}
\]
where \( \Gamma \) is the unique common interface of the partition \( \Gamma_1 = \Gamma_2 \).

A fundamental point is that this energy functional can be written as the Rudin-Osher-Fatemi denoising model (Rudin et al., 1992)

\[
J(u) = \int_{\Omega} |Du| + \frac{1}{\lambda} \int_{\Omega} |u - f|^2 dx \tag{15}
\]
when its minimization is constrained to binary piecewise constant functions (Osher and Paragios, 2003) and where we denoted as \( Du \) the generalized gradient of \( u \) and with \( \int_{\Omega} |Du| \) the total variation of \( u \). Note in \( J(C, \Gamma) \) that the minimization relates the discontinuity set of the solution \( \Gamma \) with its length through the TV operator. The term \( |c_2 - c_1| \) is a weighting factor defined by the partition in which the optimal constants can be explicitly computed. This is not true anymore when multichannel (\( M > 1 \)) data are considered and a coupling is present. A non-linear system of equations has to be solved.

The key observation, first obtained in Chambolle (Chambolle and Darbon, 2008), when studying the Chan, Essedoglu, Nikolova model (Nikolova et al., 2006) and here generalized to the multi-class multi-channel framework, is that the functionals 12 and 15 are the same when restricted to piecewise constant solutions. In fact we have the following theorem:

**Theorem.** Let \( N \) and \( \lambda \) be positive fixed parameters and let \( \Omega \subset \mathbb{R}^D \) be a given bounded open domain representing the image domain. Let \( f \in L^2(\Omega)^M \) be a vectorial data function \( M \geq 1 \) where each scalar component \( f_i(x) : \Omega \to \mathbb{R} \) represents a channel. Let \( u \) be a vector valued piecewise constant function such as \( u = F(\bar{C}, C) = C\bar{x} \) obtained from multichannel data \( f \).

Then, the functional (12) coincides with the vectorial version of the ROF energy functional

\[
J(u) = \int_{\Omega} |Du| + \frac{1}{\lambda} ||u - f||^2_{L^2(\Omega)^M} \tag{16}
\]

**Proof.** Using the geometric measure theory of Ambrosio, Fusco and Pallara (Ambrosio et al., 2000) as well as the vectorial approach of Bresson, (Bresson and Chan, 2008) the Total variation term \( TV(u) = \int_{\Omega} |Du| \) in the functional (16) can be decomposed in form:

\[
\int_{\Omega} |Du| = \int_{\Omega} |\nabla u| dx + |D'\bar{u}|(\Omega) + \int_{\Omega} |u^+ - u^-| d\gamma^{D-1},
\]

where \( \nabla u \) denotes the Lebesgue part of the gradient of \( u \), the term \( D'\bar{u} \) is the Cantor part of the measure \( Du \) and \( \Gamma \), as before, is the set of jumping points of \( u \) being \( u^+, u^- \) the jump functions. The two first terms vanish since \( u \) is piecewise constant and \( u \in SBV(\Omega) \) (the space of Special Bounded Variation functions defined in (Ambrosio et al., 2000)). As a consequence it has no Cantor part and the only contribution to the energy is provided by the jump of the solution at the local inter-phases \( \Gamma_{ij} \). We then have:

\[
\int_{\Omega} |Du| = \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\Gamma_{ij}} |c_j - c_i| d\gamma^{D-1} = \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\Gamma_{ij}} |\nabla u| d\gamma^{D-1} = \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\Gamma_{ij}} |c_j - c_i| d\gamma^{D-1} \tag{17}
\]

As a straightforward consequence of the above theorem, fixing the number \( N \) of classes into which we wish to divide the image domain, the minimization of the energy functional (16) restricted to the set \( S \) of vectorial piecewise constant functions

\[
S = \left\{ u = C\bar{x}/c_i \in \mathbb{R}^M, \sum_{i=1}^{N} \chi_i(x) = 1, a.e. x \in \Omega \right\}
\]

with \( S \subset BV(\Omega;\mathbb{R}^M) \), is equivalent to the minimization of the proposed energy functional (12). In both cases the optimization problem is non-convex because the set of partitions of exactly \( N \)-classes, in
which we look subsets of \( \mathbb{R}^N \), is a non-convex collection (Nikolova et al., 2006). Nevertheless is well known that the ROF model has exactly one solution (a global minimum of the energy functional) when minimized in the larger space of Bounded Variation \( BV(\Omega) \). So, in order to solve a convex problem, we propose to minimize (16), over the larger space \( BV(\Omega, \mathbb{R}^M) \). The solution is now allowed to take values on the continuous interval \([0, 1]^M\) and we obtain a solution in set \( S \) using a thresholding step based on a maximum probability criterion. The numerical solution of the ROF model can be obtained using known algorithms such as dual, staggered or primal-dual algorithms (Chambolle, 2004; Garamendi et al., 2013; Chambolle and Pock, 2011). Finally the optimal constants of the selected piecewise solution are computed with a simple fixed point algorithm.

With a view to the resolution of the original non-convex problem, after minimization of (16) the computed solution \( u^* \in BV(\Omega, \mathbb{R}^M) \), which is the unique global minimum in \( BV(\Omega, \mathbb{R}^M) \) needs to be projected to the set \( S \) by a thresholding step to obtain a piecewise representative \( u_{wp} \in S \subset BV(\Omega) \) which approximates the global piecewise argmin value \( u \) of \( J(u) \) in \( S \): \( J(u) \leq J(u_{wp}), \forall u_{wp} \in S \).

As initial example, for scalar images, the thresholding step is done computing a vector \( \mathbf{t} \in \mathbb{R}^{N-1} \) of thresholds that generates a partition \( P(\Omega) \), defining the \( N \)-classes

\[
\Omega_i = \{ x \in \Omega \mid t_{i-1} \leq u^*(x) < t_i \}.
\]

For multichannel problems, the thresholding step can be recasted into the form of a probability clustering problem in the \( M \)-dimensional space. Each point \( x \in \Omega \) is assigned to a class according to its probability computed through the vector valued intensity level \( u^*(x) \). Considering the histogram of \( u^*(x) \) inside each class a probability density function \( p_i \) is generated and each pixel is assigned to a class following the criterion:

\[
x \in \Omega_i \iff p_i(u^*(x)) \geq p_j(u^*(x)), \quad \forall j \neq i
\]

where \( p_i \) and \( p_j \) are the probability density functions for the class \( i \) and \( j \) respectively. Notice that this definition covers the scalar case, where the threshold values are those where \( p_i(u(x)) = p_j(u(x)) \).

After the thresholding step a partition is generated allowing the computation of the local inter-phases. The optimal constants \( C \) can then be computed. Given \( \lambda, N, M, f \) and a partition of \( \Omega \) say \( P = \{ \Omega_i \}_{i=1}^N \) from the thresholding step, we compute the first order necessary optimality conditions for the best constants through the partial derivatives of \( J \) defined in (12) with respect to the constants \( c_i \in \mathbb{R}^M, i = 1..N \):

\[
\frac{\partial J}{\partial c_i} = \sum_{j=1}^N \left( c_i - c_j \right) \left| \frac{1}{c_i} - \frac{1}{c_j} \right| |\Omega_i| + \frac{1}{\lambda} \left( c_i|\Omega_i| - \int_{\Omega_i} f dx \right)
\]

(18)

Imposing the first order necessary condition for optimality we can deduce the following fixed-point algorithm: Let \( c_i^0 \) the initial guess (in the experiments we initialize with the mean value), we compute \( c_i^{k+1} \) as

\[
c_i^{k+1} = \frac{\sum_{j=1}^N \left( c_j \right) \left| \frac{1}{c_i} - \frac{1}{c_j} \right| |\Omega_i| + \frac{1}{\lambda} \int_{\Omega_i} f dx }{\sum_{j=1}^N \left( c_i - c_j \right) \left| \frac{1}{c_i} - \frac{1}{c_j} \right| |\Omega_i| + \frac{1}{\lambda} |\Omega_i|}
\]

(19)

Notice that the new values \( c_i \) can be used as soon as they are computed.

Once we are done with \( C \) the piecewise constant function \( u_{wp} \in S \) is obtained by \( u = C\bar{\chi} \).

This leads to a relaxation scheme in which for segmenting a vector (\( M \)-components) valued \( D \)-dimensional image into \( N \) classes minimizing the proposed anisotropic Mumford-Shah energy functional (12) it suffices to solve the vectorial ROF model (16) and threshold the solution. The proposed numerical scheme for a given vectorial image \( f \) can be summarized as follows:

1. Minimize the vectorial ROF energy functional (16) and let \( u^* \) be the (unique) minimum of it.
2. Threshold the image \( u^* \) into \( N \) classes to obtain \( \bar{\chi} \).
3. Compute the optimal constants \( C \).
   a. Initialize \( C \), as the mean value inside the regions determined by \( \bar{\chi} \).
   b. Use the iterative scheme (19) to obtain \( C \).
4. Compute a minimum \( u \) of (12) as \( u = C\bar{\chi} \).

### 4 EXPERIMENTS

The model has been tested on LF images downloaded from the Heidelberg Benchmark database for synthetic Light Field images (Wanner et al., 2013a). The structure of LF images allows for a very precisely disparity map computation with a very small cost (Wanner et al., 2013b), so one can assumes that this information is available as an additional feature to the intensity (gray) color, also. The images used in the experiments were generated using the open source software Blender, providing a ground truth for the segmentation. We used the CIE\_lab color space such that
distance between 3D points on this space corresponds to perceptual color difference (Rousson and Deriche, 2002). Each color in the space CIE.\textit{Lab} is defined by a vector of three components, the first one providing information about luminosity and the second and third ones about the chromaticity. We consider these three values as channels in our model and moreover we add the depth information as a fourth channel. The problem is to segment the 4D dimensional image $f(x, y, z, t)$ of 4 components (color and depth) into several classes. In figure 1 it can be seen a view for a fixed $s$ and $t$ and the depth math corresponding to the same $s$ and $t$. The number of classes are 7 for the Horses dataset, 6 for the Buddha and Still Life datasets and 4 for Papillon dataset.

![Image](image_url)

**Figure 1:** Heidelberg database. In the first column we show the central image ($s = 5$, $t = 5$) of 81 possible views of the sets Buddha, Papillon, Horses and Still Life. In the second column the depth image is used as a fourth channel. Third column, scribbles used in the projection step.

To evaluate the method we use the percentage of pixels well classified and the Jaccard similarity index, which measures the overlap (agreement) between two binary images $X$ and $Y$, by taking the ratio between the size of their intersection and the size of their union: $J(X, Y) = |X \cap Y|/|X \cup Y|$. This metric yields values between 0 and 1, where 0 means complete dissimilarity and 1 stands for identical images.

Although it is not required for the model, in this experiment we used scribbles in the threshold step to estimate the probability density function at each class $i$ as a multivariate Gaussian distribution defined by its vectorial mean $\bar{\mu}_i$ and its covariance matrix $\Sigma_i$ computed from of $u^*$. Then

$$x \in \Omega_i \iff p_i(u^*(x) | \bar{\mu}_i, \Sigma_i) \geq p_j(u^*(x) | \bar{\mu}_j, \Sigma_j), \forall j \neq i$$

The scribbles we used for computing the mixture Gaussian probabilities in the threshold step are shown in figure 1. We would like to remark that although the scribbles are drawn on the original image, the vectorial mean $\bar{\mu}_i$ and the covariance matrix $\Sigma_i$ are estimated from $u^*$.

The results are resumed in tables 1 and 2 and shown in figure 2 where we show the computed partition (first column of figure 2) and the piecewise constant function $u = C\chi$ (last column) produced by the method. The parameter $\lambda$ of the model was chosen empirically with values $\lambda = 0.674$ for Buddha, $\lambda = 0.0554$ for Papillon $\lambda = 0.0765$ for Horses and $\lambda = 0.0554$ for Still Life. In the four tested datasets, the accuracy ratio (table 1) is around 98% and the Jaccard similarity index (table 2) goes from 0.7 to 0.99, depending on the size of the region (class) considered.

The accuracy results we obtained are comparable with those in (Wanner et al., 2013b) being the difference less than 1% for Buddha, Papillon and Horses datasets and around 0.3% for Still Life dataset. It is worth to say that we have used less features than in (Wanner et al., 2013b). In fact we use only the color and the given depth while, in (Wanner et al., 2013b), the eigenvalues of Hessian matrix has been used.

### 5 CONCLUSIONS

We have extended the Anisotropic Mumford-Shah energy functional originally proposed by Osher and Vese (Osher and Paragios, 2003) for the binary segmentation of 2D gray color images to the general case of multi-class segmentation of vectorial images of any dimension. The extension has been done using the formalism for the local or common inter-phases between classes to decompose the boundary of a specific region into curves that correspond to the edge between a region and its neighbours (regions). As a further contribution, we proved the equivalence between the proposed energy functional and the well known

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buddha</td>
<td>97.73 %</td>
</tr>
<tr>
<td>Papillon</td>
<td>98.37 %</td>
</tr>
<tr>
<td>Horses</td>
<td>97.39 %</td>
</tr>
<tr>
<td>Still Life</td>
<td>98.2 %</td>
</tr>
</tbody>
</table>

Table 1: Percentage of well classified pixels for the different datasets (accuracy ratio).
Table 2: Jaccard similarity index. Those datasets marked as '-' means that there is no class with this color.

<table>
<thead>
<tr>
<th></th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
<th>Yellow</th>
<th>Cyan</th>
<th>Pink</th>
<th>Purple</th>
<th>Gray</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buddha</td>
<td>0.96</td>
<td>0.95</td>
<td>-</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
<td>-</td>
<td>0.81</td>
</tr>
<tr>
<td>Papillon</td>
<td>0.99</td>
<td>0.96</td>
<td>0.99</td>
<td>0.94</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Horses</td>
<td>0.98</td>
<td>0.93</td>
<td>0.73</td>
<td>0.96</td>
<td>0.84</td>
<td>0.98</td>
<td>-</td>
<td>0.88</td>
</tr>
<tr>
<td>Still Life</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.88</td>
<td>-</td>
<td>0.88</td>
<td>0.81</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 2: Results. First column shows the classes detected for the central view ($s = 5, t = 5$). Second Column shows the ground truth. Third Column shows the final piecewise constant computed $u$ in which the color corresponds to the optimal constant.

Rudin-Osher-Fatemi denoising model when it is minimized over the piecewise constant function set. This relationship allows us to rewrite the original problem of segmentation, which is non-convex, as a convex problem. Finally we show how to project the solutions of the convex problem into the original space of piecewise constant functions.

Convincing results were shown on the Heidelberg Collaboratory group dataset, where the ground truth is provided. Notice that depth information was added as a feature in a new channel. This shows and exemplifies how it is possible to use this general multichannel model for specific image modalities and tasks processing. The accuracy of the results is around 96-98% which is pretty good taking into account that in comparison with other methods for LF image segmentation, we use less features (color and depth).
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