Persistence-based Interest Point Detection for 3D Deformable Surface
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Abstract: Several approaches for interest point detection on rigid shapes have been proposed, but few are available for non-rigid shapes. It is a very challenging task due to the presence of the large degrees of local deformations. This paper presents a novel method called persistence-based heat kernel signature (pHKS). It consists of two steps: scalar field construction and interest point detection. We propose to use the heat kernel signature function at a moderately small time scale to construct the scalar field. It has the advantage of being stable under various transformations. Based on the predefined scalar field, a 0-dimensional persistence diagram is computed, and the local geometric and global structural information of the shape are captured at the same time. Points with local maxima and high persistence are selected as interest points. We perform a comprehensive evaluation on two popular datasets (i.e., PHOTOMESH and Interest Points Dataset) to show the effectiveness of our method. Compared with existing techniques, our interest point detector achieves a superior performance in terms of repeatability and distinctiveness.

1 INTRODUCTION

With the increasing availability of low-cost 3D sensors (e.g., Microsoft Kinect), there is a growing demand for 3D surface analysis (Biasotti et al., 2015). The representation of 3D surfaces is a challenging task due to the presence of noise, occlusion, clutter and a wide range of shape transformations (Guo et al., 2013b; Bronstein et al., 2011; Litman and Bronstein, 2014).

A popular approach to measure the similarities of 3D surfaces is based on a collection of local features (Guo et al., 2014a)(Guo et al., 2016). Local feature-based approaches (Guo et al., 2013a)(Guo et al., 2013d)(Guo et al., 2013c)(Guo et al., 2014b)(Wang et al., 2016)(Wang et al., 2015) have been actively investigated for the past two decades and are commonly used in many applications including 3D object recognition, 3D reconstruction, 3D shape retrieval, registration and tracking. Local feature based surface description generally consists of two steps: interest point detection and feature description (Tombari et al., 2013). Prominent points on a shape with respect to a particularly defined saliency or interest are first detected based on surface analysis. Then, the local surface around each interest point is described using a 3D surface descriptor. Finally, the descriptors around the interest points are properly assembled to map the surface into a feature space.

Interest point detection is a fundamental step because it identifies a collection of 3D structures for further surface description (Guo et al., 2014a). A number of 3D interest point detectors have been proposed, and most of them are designed for rigid surfaces (Pratikakis et al., 2010)(Mian et al., 2010)(Godil and Wagan, 2011) (see (Guo et al., 2014a) for a recent survey). In recent years, several studies (Sun et al., 2009)(Zaharescu et al., 2012) have been proposed for non-rigid shape analysis. In particular, diffusion geometry achieves a superior performance because of its ability to reflect the intrinsic property of a shape (Bronstein et al., 2011). The heat kernel signature function, also known as the auto diffusion function, was proposed as a local surface descriptor (Sun et al., 2009) or a definition of the scalar field (Gbal et al., 2009). This function has been suc-
cessfully applied for surface matching (Sipiran and Bustos, 2013) (Ganapathi-Subramanian et al., 2016), shape retrieval (Bronstein et al., 2011) and shape segmentation (Skraba et al., 2010). Our method takes advantage of the heat kernel signature function for its intrinsic property to describe a surface.

Distinctiveness and repeatability are considered as two major characteristics of a 3D detector (Tomba et al., 2013) (Dutagaci et al., 2012). Repeatability measures the capability of an interest point detector to find the same set of interest points under various nuisances, such as sensor noise, missing parts and transformations. Distinctiveness measures the ability to detect the most salient and representative points on the shape for feature description. Since distinctiveness is a rather global property of a shape, it is quite challenging to effectively achieve this property by current 3D interest point detectors, because they are based on the analysis of local surfaces (Tomba et al., 2013).

Inspired by the recent advances in persistent homology for the characterization of function behavior (Li et al., 2014) (Carrière et al., 2015), we propose a framework to combine persistent homology with the heat kernel signature function for interest point detection. First, the scalar field is constructed using the heat kernel signature function at a moderately small time scale. The heat kernel signature function (Sun et al., 2009) is originated from diffusion geometry, and the signature is robust to isometric transformations. When computed at a small time scale, it is directly related to surface curvature and has been shown to be informative (Bronstein et al., 2011). Second, a 0-dimensional persistence diagram is computed to capture the global structural information of a surface. The saliency of a point is considered as its prominence from the view of topological persistence. Due to the intrinsically global property of the persistent homology to describe the surface variations, our proposed interest point detector is highly distinctive.

The main contribution of this paper is two-fold. First, a new interest point detector is proposed for non-rigid 3D surface analysis. Second, persistence homology is used for interest point detection to achieve high repeatability and strong distinctiveness.

The remainder of this paper is organized as follows. Section 2 discusses the related work and emphasizes on our contribution to achieve repeatable and distinctive interest point detection on non-rigid surfaces. Section 3 introduces our proposed persistence-based interest point detector. Section 4 presents a comprehensive performance evaluation of our proposed method and comparisons with the state-of-the-art. Section 5 concludes the paper.

2 RELATED WORK

Over the past decades, a large number of 3D interest point detection methods have been proposed for shape analysis. Most existing interest point detectors for 3D shapes concentrated on the stability under rigid surface transformations (Tomba et al., 2013) (Guo et al., 2014a).

In order to deal with shapes undergoing non-rigid deformations, detectors that are invariant to isometric transformations have also been proposed. The simplest interest point detection method is fastest point sampling in the geodesic metric space, which is quite popular in this field (Aubry et al., 2011) (Litman and Bronstein, 2014) (Xie et al., 2016). However, this method fails to detect qualified interest points, especially in terms of informativeness. This is because that it gives no consideration to the richness of the discriminative information of the detected interest points (Guo et al., 2014a).

Several approaches have been proposed to extend interest point detectors developed in the 2D images to the 3D field. Inspired by the SIFT method (Lowe, 2004), Difference-of-Gaussians (DOG) was used as a saliency measure for interest point detection for 3D shapes (Zaharescu et al., 2012) (Liu et al., 2016). The scalar field on a shape was defined using a photometric or a geometric attribute and was convolved with a set of Gaussian kernels. Then, DOG calculations were performed on the convolution results and Mesh-DOG interest points were selected as the maximum points in the DOG scale space. This method is able to detect a sufficient number of repeatable interest points. However, it is sensitive to varying mesh resolutions (Guo et al., 2014a). The popular Harris detector for 2D image analysis (Harris and Stephens, 1988) was extended to 3D meshes in (Sipiran and Bustos, 2011). The ‘Harris 3D’ detector first derives a quadratic surface from the neighborhood of one point. Derivatives were calculated by smoothing over the surface, and these derivatives were used to calculate the Harris response. A fixed fraction of points with the largest response were selected as interest points. This method is shown to be robust to several transformations. However, it uses a fixed-scale of the neighborhood, and does not fully exploit the scale information encoded in the local geometric structures (Guo et al., 2014a).

The diffusion geometry has been applied for interest point detection and achieved a good performance. It is invariant to isometric transformations and remains stable under surface perturbations. In (Sun et al., 2009), the heat kernel function was restricted to the temporal domain and used the local maximum...
of the function to find interest points. The local maximum is obtained by comparing each point with its 2-ring neighborhoods. This method is able to detect highly distinctive interest points, but it depends on the mesh resolution (Guo et al., 2014a). Our method exploits the heat kernel signature function by combining it with the concept of persistent homology, which is more robust than the method proposed in (Sun et al., 2009).

All these interest point detectors are proposed based on the analysis of the local surface, and they tend to detect points with local maximums using a saliency measure. As a result, they are not highly distinctive (Tombari et al., 2013). Our work is motivated by the recent advances in topological data analysis, i.e., the theory of persistent homology (Edelsbrunner and Harer, 2010)(Chazal et al., 2013). Persistence homology summarizes the structure of a topological space in a compact and provably stable way using a persistence diagram (Carrière et al., 2015). This approach has been proved to be stable (Chazal et al., 2009) and has been successfully applied to clustering (Chazal et al., 2013), shape segmentation (Skraba et al., 2010), shape matching and retrieval (Carrière et al., 2015)(Garro and Giachetti, 2016).

3 PROPOSED METHOD

Assume $M$ is a compact 2D manifold embedded in $\mathbb{R}^3$ without boundary and mesh $M$ is a discrete representation of $M$. $M$ consists of $n_V$ vertices, $n_E$ edges and $n_F$ convex polygons (i.e. facets). $M$ can be viewed as a connectivity graph $G=(\mathcal{V},\mathcal{E})$, where the set of vertices $\mathcal{V} = \{v_1, v_2, \ldots, v_{n_V}\}$ represents samples on the manifold, $\mathcal{E} = \{(v_i, v_j)\}$ represents the relationship between adjacent vertices. Each vertex $v_i$ is associated with a 3D point in the Euclidean space, i.e., $v_i \in \mathbb{R}^3$. $M$ may undergo a non-rigid transformation. Our goal is to develop an interest point detector which identifies 3D interest points from $M$ with a high repeatability, strong distinctiveness and a good invariance to isometric deformations.

An illustration of the proposed 3D interest point detection method is shown in Fig. 1. Our interest point detection method follows a typical pipeline (see (Zaharescu et al., 2012) for example) and comprises two steps: scalar field construction and interest point detection. For an input shape, the first and important step is the scalar function definition, since its accuracy directly affects the subsequent processing steps. Since our method is designed for deformable surface analysis, this definition should be stable under isometric deformations. We use the heat kernel signature function (Gbal et al., 2009) with a moderately small time scale for its remarkable resistance to extrinsic and intrinsic shape variations. Figs. 1(a) and (b) represent the original shape and the corresponding scalar field, respectively. Then the 0-dimensional persistence diagram of this real-valued function is computed, where the prominence of the salient points is encoded, as shown in Fig. 1(c). Finally, interest points are selected as points with a local maximum value and a high persistence (as shown in Fig. 1(d)).

3.1 Scalar Field Construction

3.1.1 Heat Diffusion Process

Imagine that there is an initial heat distribution over $M$, and then heat starts to propagate. This heat diffusion process over $M$ is governed by the heat equation:

$$ (\triangle_M + \frac{\partial}{\partial t})u(x,t) = 0, \quad (1) $$

where the solution $u(x,t)$ represents the amount of heat at a point $x \in M$ at time $t$, and $\triangle_M$ denotes the positive semi-definite Laplace-Beltrami operator on $M$, a Riemannian equivalent of the Laplacian.
Given an initial heat distribution $f: \mathcal{M} \rightarrow \mathbb{R}$, the **heat operator** applied to $f$ describes the distribution of the heat over $\mathcal{M}$ at time $t$. That is, $\mathcal{H}f = u(\cdot,t)$ with $u(\cdot,0) = f$, where $\mathcal{H}$ represents the heat operator.

For a square integrable function $f$, there always exists a function $h_t(x,y): \mathbb{R}^+ \times \mathcal{M} \times \mathcal{M} \rightarrow \mathbb{R}$ satisfying

$$\mathcal{H}f(x) = \int_\mathcal{M} h_t(x,y)f(y)dy,$$

where $dy$ is the differential form of $y \in \mathcal{M}$. The minimum function $h_t(x,y)$ satisfying Eq. 2 is called the **heat kernel**. It measures the amount of heat that gets transferred from $x$ to $y$ at time $t$ with a unit heat source initially located at $x$.

Since the heat operator is compact, self-adjoint and positive semi-definite (Dey et al., 2010), it has a discrete spectrum $1 = \lambda_0 \geq \lambda_1 \geq \ldots \geq 0$ with $\mathcal{H}\phi_i = \lambda_i \phi_i$. According to the Spectral Theorem, the heat kernel has the following eigen-decomposition:

$$h_t(x,y) = \sum_{i \geq 1} e^{-\lambda_i t} \phi_i(x)\phi_i(y),$$

where $\lambda_i$ and $\Phi_i$ are the $i$th eigenvalue and eigenfunction of the heat kernel, respectively.

The heat diffusion kernel function has a number of properties making it suitable for surface description as a point signature (Sun et al., 2009). **First**, it is isometrically invariant due to the invariance of the Laplace-Beltrami operator. It can therefore be used to analyze shapes under non-rigid deformations. **Second**, it is informative as it captures all the intrinsic geometric information of a shape. Consequently it is able to fully characterize shapes up to isometry. **Third**, it captures the geometric information around an interest point with multiple scales. Since heat diffuses progressively to larger neighborhoods, the time parameter provides an intuitive notion of scale to describe the local surface. Specifically, the heat kernel $h_t(x,\cdot)$ with a small $t$ encodes the local properties of the surface around $x$. As heat dissipates from the interest point to the rest of the shape, the scale of the neighborhood is increased.

### 3.1.2 Heat Kernel Signature

To make the heat kernel concise and measurable, the heat kernel function was restricted to the temporal domain only, that is:

$$HKS(x,t) = \sum_{i \geq 1} e^{-\lambda_i t} \phi_i^2(x),$$

which is known as the **heat kernel signature** (Sun et al., 2009). This signature has also been proved to inherit many useful properties from the heat kernel. Particularly, there is an asymptotic expansion of the heat kernel signature function as $t$ approaches 0, that is:

$$HKS(x,t) = \frac{4\pi t}{\lambda_1^2} \sum_{i=0}^{\infty} a_i t^i,$$

where $a_0 = 1$ and $a_1 = \frac{1}{\lambda_1} s(x)$ with $s(x)$ being the scalar curvature at point $x$. For a 2D manifold, $s(x)$ is referred to as the Gaussian curvature at point $x$. This formula corresponds to the well-known property of the heat diffusion process, that is, heat tends to diffuse faster at points with low curvature, and slower at points with high curvature. Moreover, the heat diffusion process at an early stage is dominated by the intrinsic curvature of the manifold. Besides, the heat kernel signature parameterized by a small $t$ provides a meaningful notion of curvature for the local surface around $x$.

### 3.1.3 Scalar Field Construction

We use the heat kernel signature with a small time scale to construct the scalar field. Examples are shown in the top row of Fig. 3. Note that, areas with high and low Gaussian curvatures correspond to large and small values of $HKS(x,t)$, respectively. In addition, the scalar field remains stable on the two horses with non-rigid transformations.

Note that this scalar field construction approach is also suitable for incomplete and partial shapes (Dey et al., 2010)(Ovsjanikov et al., 2010), since the heat kernel signature with small time scales represents the properties of a local surface. To further enhance its stability, edge points and outliers with extremely high values compared to its neighborhood are removed.

### 3.1.4 Computation

In practice, the underlying manifold is unknown as a sample of the shape, and it is usually given in the form of a triangular mesh. In order to obtain the heat kernel signature, the Finite Elements Method (Reuter et al., 2006) is used to compute the eigenvalues and eigenvectors of the Laplace-Beltrami operator associated with the shape.

### 3.2 Interest Point Detection

#### 3.2.1 Persistence Diagram

Let $f$ be a real-valued function defined on the nodes of $\mathcal{G}$, $f: \mathcal{V} \rightarrow \mathbb{R}$. A node $v \in \mathcal{V}$ is called a **peak** if its function value is a local maximum in its local neighborhood, i.e., for all $u$ with $(u,v) \in \mathcal{E}$, $f(v) \geq$
Figure 2: An illustration of the 0-dimensional persistence diagram computation. Left: a smooth function with three local maximums. Right: 0-dimensional persistence diagram of the function.

$f(u)$. The 0-dimensional persistence diagram encodes the topological changes of the sub-level sets $\mathcal{G}_v = \mathcal{G}^{-1}([v, +\infty))$ as $v$ decreases from $+\infty$ to $-\infty$. Let $C(v, \alpha)$ be a connected subgraph, $C(v, \alpha) \subseteq \mathcal{G}_v$, where $\alpha \leq f(v)$ and $f(v)$ is the largest value. The subgraph is claimed to be born at $v$, or $v$ represents the component. The infimum of $\alpha$ with which $f(v)$ remains to be the global maximum in the component is called the death of $C(v, \alpha)$. As $\alpha$ continues to decrease, the subgraph $C(v, \alpha)$ is merged into another component.

The lifespan of a component is thus determined by its birth $f(v)$ and death values $f(u) \leq f(v)$. This allows us to project each component onto a point $(f(u), f(v))$ on a 2D plane. Persistence or prominence of the component is defined as its lifespan, $P = f(v) - f(u) \geq 0$. The 0-dimensional persistence diagram of $f$ is computed by collecting all these points together. In the diagram, all points live in the half space above $x_1 = x_2$, and their persistence can easily be calculated as the vertical distance from the point $(f(u), f(v))$ to this diagonal line (Edelsbrunner and Harer, 2010). Figure 2 shows an illustration of the 0-dimensional persistence diagram computation. It can be seen that the topological information of a smooth function can be captured by the 0-dimensional persistence diagram.

3.2.2 Interest Point Detection

Similar to existing 3D feature detectors, interest points are selected by considering local extrema of a saliency measure. The saliency measure determines the type of local surface to be selected by the detector, and it is significantly important to the distinctiveness and repeatability of the detector. We consider that the saliency of a point is not only determined by its absolute saliency measure, but also by its relative significance as compared to its neighboring points. From the view of topological data analysis, interest points are determined as those points with local maxima and in particular, high persistence.

Since each component is represented by a peak, the 0-dimensional persistence diagram can be explained in another way (Li et al., 2014). That is, the persistence diagram encodes the relative prominence of different peaks of a given function by considering the connectivity information in the domain, as shown in Fig. 2. Based on the predefined scalar function (i.e., heat kernel signature with a small time scale), the persistence diagram is able to select several peaks with a high persistence, all of them are distinctive points on a shape (as shown in Fig. 1(d)).

In addition, the persistence diagram has several important properties and it is therefore highly suitable for interest point detection. First, it is stable under perturbations of the scalar function (Carrière et al., 2015)(Chazal et al., 2009). Consequently, the persistence diagram is highly robust to noise. Besides, it is invariant to translation, rotation, scaling and non-rigid transformations (as shown in Fig. 3), as long as the scalar functions are consistent across shapes.

3.2.3 Computation

In practice, the 0-dimensional persistence diagram can be computed using the Union-Find algorithm (Cormen, 2009). It ranks the nodes of the graph with respect to their scalar function values, and keeps track of the evolution of the corresponding connected components. In this paper, DIPHA (Bauer et al., 2014) is used to compute the persistence diagram.

4 EXPERIMENTS

A comprehensive evaluation is performed to test our interest point detector under two different scenarios. Section 4.1 shows its performance evaluation on the PHOTOMESH dataset (Zaharescu et al., 2012) in terms of repeatability. In section 4.2, the performance of our proposed interest point detector is compared with several state-of-the-art methods on the Interest
Points dataset (Dutagaci et al., 2012) in terms of distinctiveness, i.e., to measure how much the extracted points are compatible with human perception.

4.1 Performance on The PHOTOMESH Dataset

4.1.1 Dataset

The PHOTOMESH dataset consists of three base shapes, so called null shapes. The simulated transformations applied to these null shapes can be classified into two categories: photometric transformations (Scalar-noise and Scalar-shot noise) and geometric transformations (noise, shot noise, rotation, scale, local scale, sampling, holes, micro-holes, topology and isometry). Five levels of strength are applied to each transformation. Totally, 65 shapes are produced for each null shape, and there are 135 shapes in the dataset. Since our method is designed to encode the geometric information, the shapes with photometric transformations were not considered in this experiment. Examples of all possible transformations are shown in Fig. 4.

4.1.2 Evaluation Methodology

Experiments were conducted on this dataset to test the repeatability of each feature detector. The performance was quantitatively measured by comparing the interest points detected on each transformed shape $M_T$ and its corresponding null shape $M_N$. For a point $v$ on a shape $M$, its local neighborhood within geodesic radius $r$ is defined as

$$\mathcal{N}_r(v) = \{ p \in M | gd(v, p) \leq r \},$$

where $gd(v, p)$ represents the geodesic distance between $v$ and $p$.

Suppose the ground-truth one-to-one correspondence ($M_N = GT(M_T)$) is known as a prior, a point $v$ extracted from a transformed model $M_T$ is considered to be correctly detected if its corresponding point $GT(v)$ is located within the geodesic ball defined by $\mathcal{N}_r(v')$, where $v'$ is an interest point detected on $M_N$. Repeatability is calculated as the percentage of correctly detected interest points. In this experiment, we used the same setting as (Zaharescu et al., 2012), where $r$ was set to be 1% of the surface area. We used the first 100 eigenvalues and eigenvectors of the Laplace-Beltrami operator on each shape to compute the heat kernel signature, and the time parameter was set to 0.1. Five interest points with the highest prominence on two hands, feet and head were detected, which were considered as representatives of the human shape by our method. For a fair comparison, the results achieved by the MeshDOG approach (Zaharescu et al., 2012) are also reported since this method achieves a good performance in terms of repeatability on the PHOTOMESH dataset. The MeshDOG interest point detector was implemented with three different scalar fields defined over the manifolds, including color intensity, mean curvature and Gaussian curvature.
4.1.3 Results and Discussion

Comparative results on the repeatability of these detectors are presented in Tables 1-4.

In the cases of noise, shot noise and sampling, the performance of MeshDOG is decreased as the level of transformation increases, especially for the MeshDOG detectors generated with geometric scalar fields (i.e., mean curvature and Gaussian curvature). In contrast, our method achieves better results. The repeatability achieved by our pHKS method remains to be 1 under all levels of noise, shot noise and sampling transformations. This is because the scalar field used in our method is more stable than the scalar field used in MeshDOG.

For the transformations of rotation, scale, local scale and isometry, both MeshDOG and pHKS interest point detectors can successfully find the same set of interest points. Those results clearly show that MeshDOG and pHKS methods are invariant to rigid and non-rigid transformations.

Both holes and micro holes transformations decrease the performance of MeshDOG linearly. In contrast, our method produces good results since the constructed scalar field is able to handle partial and incomplete shapes. In some cases, our approach cannot produce a full repeatability of 1.00 because several interest points are missing due to the presence of holes.

Table 1: Repeatability of MeshDOG (photometric).

<table>
<thead>
<tr>
<th>Transform</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Shot Noise</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Rotation</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Scale</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Local Scale</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Sampling</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td>Holes</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Micro-Holes</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>Topology</td>
<td>0.93</td>
<td>0.86</td>
<td>0.82</td>
<td>0.82</td>
<td>0.78</td>
</tr>
<tr>
<td>Isometry</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.93</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 2: Repeatability of MeshDOG (mean curvature).

<table>
<thead>
<tr>
<th>Transform</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>0.96</td>
<td>0.93</td>
<td>0.91</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>Shot Noise</td>
<td>0.99</td>
<td>0.98</td>
<td>0.96</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>Rotation</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Scale</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Local Scale</td>
<td>0.99</td>
<td>0.98</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Sampling</td>
<td>0.92</td>
<td>0.89</td>
<td>0.91</td>
<td>0.88</td>
<td>0.92</td>
</tr>
<tr>
<td>Holes</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Micro-Holes</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Topology</td>
<td>0.90</td>
<td>0.83</td>
<td>0.75</td>
<td>0.62</td>
<td>0.76</td>
</tr>
<tr>
<td>Isometry</td>
<td>0.95</td>
<td>0.96</td>
<td>0.94</td>
<td>0.94</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Figure 5: An illustration of interest points detected by different algorithms on Armadillo from Interest Points Dataset B (a) ground-truth points (b) Mesh saliency (c) Salient points (d) 3D-Harris (e) SD-corners (f) HK5 (g) pHKS.

<table>
<thead>
<tr>
<th>Strength</th>
<th>Transform.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>0.97</td>
</tr>
<tr>
<td>Shot Noise</td>
<td>0.99</td>
</tr>
<tr>
<td>Rotation</td>
<td>1.00</td>
</tr>
<tr>
<td>Scale</td>
<td>1.00</td>
</tr>
<tr>
<td>Local Scale</td>
<td>0.98</td>
</tr>
<tr>
<td>Sampling</td>
<td>0.88</td>
</tr>
<tr>
<td>Holes</td>
<td>0.99</td>
</tr>
<tr>
<td>Micro-Holes</td>
<td>1.00</td>
</tr>
<tr>
<td>Topology</td>
<td>0.85</td>
</tr>
<tr>
<td>Isometry</td>
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<td>1.00</td>
</tr>
<tr>
<td>Rotation</td>
<td>1.00</td>
</tr>
<tr>
<td>Scale</td>
<td>1.00</td>
</tr>
<tr>
<td>Local Scale</td>
<td>1.00</td>
</tr>
<tr>
<td>Sampling</td>
<td>1.00</td>
</tr>
<tr>
<td>Holes</td>
<td>0.80</td>
</tr>
<tr>
<td>Micro-Holes</td>
<td>1.00</td>
</tr>
<tr>
<td>Topology</td>
<td>1.00</td>
</tr>
<tr>
<td>Isometry</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 3: Repeatability of MeshDOG (Gaussian curvature).

Table 4: Repeatability of the proposed method (pHKS).

In the presence of topological transformations, the performance of MeshDOG is significantly decreased. For example, the repeatability achieved by MeshDOG with a Gaussian curvature is 0.85 under the first level of topological transformation. Its repeatability is then decreased to 0.64 under the fifth level of topological transformation. In contrast, our approach achieves a very high repeatability, as shown in Table 4. This is mainly due to the definition of saliency of interest point, which is not only a local maximum but also has a large persistence, i.e., a strong contrast as compared to its neighborhood in a connected topological space. Therefore, although the whole shape is transformed into several structures, the peaks remain the same under our scalar field construction. The interest points are successfully selected as long as their persistences are not greatly changed. In some cases (e.g., with the third level of topological transformation), the result is not satisfactory because the persistences of some peaks are destroyed by the topological transformations.

4.2 Performance on the Interest Points Dataset

4.2.1 Dataset

This dataset consists of two sub-datasets (dataset A and B) (Dutagaci et al., 2012). It is reported that the performance of existing algorithms is consistent across the two datasets (Dutagaci et al., 2012), so only dataset B is used in this paper as it is much larger. In dataset B, there are 43 models manually marked by 16 humans. Ground-truth points are constructed from the human-marked points based on two criteria: radius of an interest region \( \sigma \) and the number of users \( n \) who marked a point within the radius. In addition to the location, the prominence of a ground-truth point is included as the number of humans who have marked it within its local neighborhood. An example of interest points detected on a model from dataset B are shown in Fig. 5.

4.2.2 Evaluation Methodology

On this dataset, evaluation was performed to test the compatibility of each algorithm with human perception. This experiment is designed to test an interest point detector in terms of distinctiveness, which demonstrates the ability of an interest point to detect representative and characteristic points on a surface. Our evaluation was performed on each single instance of the model using human generated ground-truth. Three measures are used as in (Dutagaci et al., 2012), i.e., false positive errors (FPE), false negative errors (FNE) and weighted miss error (WME). Let \( G_M(n, \sigma) \) be the set of ground-truth points on a model \( M \) and \( D_M \) be the set of interest points detected by an
algorithm. A point \( v \) is considered to be ‘correctly detected’ if there is a detected point within the geodesic ball \( \mathcal{N}_\sigma(v) \), where the parameter \( r \) is the localization error tolerance. Given the number of ground-truth points \( N_{GT} \), the points detected by an algorithm \( N_D \) and the correctly detected points \( N_C \), FNE, FPE and...
The comparative results are presented in Fig. 6. It can be seen from the results that mesh saliency, salient points, 3D-Harris, SD-corners and HKS are able to achieve low FNE and WME measures at the cost of a high FPE. Particularly, when $\sigma = 0.03$ and $n = 8$, these methods can find almost 80% of the ground-truth points. However, 90% of their detected points are false. In contrast, the average FNE and WME measures achieved by HKS are extremely high, which means that a large percentage of the ground-truth interest points are not detected by the HKS method. On the other hand, HKS performs the best on FPE. For example, when $\sigma = 0.05$ and $n = 2$, the FNE and WME scores of HKS are about 0.8, and the average FPE is as low as 0.2. This is because HKS tends to select the extremities of the models, which are often of great interest to humans.

Our approach produces an overall good performance as a trade-off is achieved between FNE, FPE and WME. As the localization error tolerance $r$ increases, our proposed pHKS can detect about 80% of the whole ground-truth points with far less false positives as compared to the other methods. This means that the set of points detected by pHKS is more concise and effective. This result corresponds to the fact that humans usually mark interest points corresponding to extremities of 3D shapes (Dutagaci et al., 2012). Although the points detected by HKS usually have high prominence, the number of detected interest points is too limited. That is because HKS selects points with large values and as local maxima, and the scale of points has to be predefined (Sun et al., 2009). Our pHKS method is able to detect more points, because we select interest points with a strong contrast to their neighborhood and the scale of the neighborhood is adaptively determined using topological data analysis.

## 5 CONCLUSION

In this paper, we present a method for interest point detection on 3D non-rigid shapes using topological persistence. Our approach simultaneously captures the local geometric and global structural information of the surface. It extracts interest points with a high repeatability and a strong distinctiveness. Our experiments on two public datasets have clearly demonstrated the effectiveness of our approach. In the future, we will combine our interest point detector with a local surface descriptor and test it on applications such as surface registration, shape tracking and shape retrieval of non-rigid objects.
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