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Abstract: Homeostasis is an important property of life. Thanks to this property, living organisms keep their cellular conditions within an acceptable range to function normally. To understand mechanisms of homeostasis and analyse it, the systems biology approach is indispensable. For this purpose, we proposed a qualitative approach to model gene regulatory networks with logical formulae and formulate the homeostasis in terms of a kind of logical property – called \textit{realisability} of linear temporal logic. This concise formulation of homeostasis naturally yields the method for analysing homeostasis of gene networks using realisability checkers. However, the realisability problem is well-known for its high computational complexity – double-exponential in the size of a formula – and the applicability of this approach will be limited to small gene networks, since the size of formula increases as the network does. To overcome this limitation, we leverage a compositional method to check realisability in which a formula is divided into a few sub-formulae. The difficulty in compositional approach is that we do not know how we obtain a good division. To tackle this issue, we introduce a new clustering algorithm based on a characteristic function on formulae, which calculates the size of formulae and the variation of propositions. The experimental results show that our method gives a good division to benefit from the compositional method.

1 INTRODUCTION

Since the end of the 20th century, the advances of experimental and high-throughput technologies in molecular biology have enabled us to produce huge amount of biological data. Compared to such advancement, the understanding of biological systems and how they work seems less understood than expected. As genes and proteins are components of the system, knowledge about each component does not give us how the system is working as entirety. Therefore, a new research field - \textit{systems biology} - has emerged.

Systems biology aims to understand organisms as systems. Systems biology covers many topics such as structural identification of biological systems, construction of mathematical models which fit to observed phenomena, and development of modelling and analysing tools (Funahashi et al., 2003; Naldi et al., 2009; Helikar et al., 2012).

Usual approach in systems biology is to model a system with ordinary differential equations. Since there is uncertainty in kinetic parameters, we fit them to observed data to obtain a plausible model. However, the more components we have in the system, the more equations we have thus parameter fitting or computing analytical solution of the equations become almost infeasible. To overcome this difficulty, computational models have been used in systems biology (Fisher and Henzinger, 2007), which abstract real numerical behaviours into some discrete state sequences. There are several approaches to such computational models depending on underlying forma-
isms; Boolean networks (Thomas, 1991), Petri nets (Heiner et al., 2008), timed-automata (Batt et al., 2007) and process algebras (Ciocchetta and Hillston, 2009). The limitation of such computational models is that they require concrete molecular mechanisms, regulatory logics and sometimes a kinetic parameters. Since biological systems are incomplete in most cases, the applicability of such computational models are limited. In this regard, the constraint-based modelling is promising in which systems are described as a set of constraints (Palsson, 2000). We can model biological systems with incomplete information. The more information we have on the target system, the more constraints we have in a model.

The constraint-based modelling paradigm has a good connection with logical specification of reactive systems in which the system behaviour is described as a set of logical constraints (Mori and Yonezaki, 1993; Vanitha et al., 2000; Osari et al., 2014). Based on this close connection, we proposed a qualitative method for modelling and analysing gene networks (Ito et al., 2010; Ito et al., 2015b) using linear temporal logic (LTL). In this approach, we specify possible behaviours of networks by LTL as a set of logical constraints and analyse properties of networks (also written in LTL) by checking satisfiability of the formulae. This idea is based on the verification of reactive system specifications. Using this correspondence, we later formulated the notion of homeostasis by realizability of reactive system specifications (Pnueli and Rosner, 1989; Abadi et al., 1989) and demonstrated how homeostasis in gene networks can be analysed (Ito et al., 2014a).

The problem in our approach was the high-complexity of checking LTL realizability which is doubly-exponential in the size of a formula. As we reported in (Ito et al., 2015a), checking homeostasis of gene networks with even a few nodes takes several minutes. Since the sizes of formulae characterising possible behaviours of a network is proportional to the size of the network, we need to devise a method to mitigate the computational difficulty in the analysis of homeostasis.

To facilitate realizability checking, a compositional approach has been a promising method to analyse large formulae (Filiot et al., 2011) in which an LTL formula is divided into several sub-formulae that are analysed separately. The results are then merged to obtain the final outcome of the verification. The non-trivial problem in compositional analysis is how to divide a formula, which is critical to the performance of analysis.

The aim of this paper is to provide a method for finding good divisions as a front-end of a compositional analysis of homeostasis. Our approach to this problem is to develop a new clustering algorithm which clusters clauses (a piece of formula) based on a ‘score’ of clusters. The ‘score’ of clusters indicates how the clustering is good for compositional analysis. We implement our algorithm and show experimental results of analysing homeostasis of several gene networks. For larger gene networks, the gain from compositional approach is quite much: with compositional approach with our clustering front-end, we can verify in a few minutes, or even in a few seconds, networks that cannot be verified with monolithic approach in 1 hour.

The rest of the paper is organised as follows. Section 2 introduces LTL and the notion of realizability of reactive system specifications. Section 3 reviews how we model gene networks in LTL and formulates homeostasis by realizability. Section 4 introduces the compositional analysis of realizability. We show how we divide a network specifications to compositionally analyse homeostasis. Section 5 shows and discusses the experimental results of compositional analysis. In section 6, we discuss the relationship between our method and other similar approaches. Section 7 offers conclusion and discusses some future directions.

2 PRELIMINARY

2.1 Linear Temporal Logic

If A is a finite set, $A^0$ denotes the set of all infinite sequences on A. The i-th element of $\sigma \in A^\omega$ is denoted by $\sigma[i]$. Let $AP$ be a set of propositions. A time structure is a sequence $\sigma \in (2^{AP})^\omega$ where $2^{AP}$ is the powerset of $AP$. The formulae of LTL are defined as follows.

- $p \in AP$ is a formula.
- If $\phi$ and $\psi$ are formulae, then $\neg \phi, \phi \land \psi, \phi \lor \psi$ and $\phi U \psi$ are also formulae.

We introduce the usual abbreviations: $\perp \equiv p \land \neg p$ for some $p \in AP$, $\top \equiv \perp, \phi \rightarrow \psi \equiv \neg \phi \lor \psi, \phi \leftrightarrow \psi \equiv (\phi \rightarrow \psi) \land (\psi \rightarrow \phi)$, $F \phi \equiv \top U \phi$, $G \phi \equiv \neg F \neg \phi$, and $\phi W \psi \equiv (\phi U \psi) \lor G \phi$. We assume that $\land, \lor$ and $U$ binds more strongly than $\rightarrow$ and unary connectives binds more strongly than binary ones.

Let $\sigma$ be a time structure and $\phi$ be a formula. The semantics of LTL is defined by the relation $\sigma \models \phi$ representing $\phi$ is true in $\sigma$. The satisfaction relation $\models$ is defined as follows.

The constraint-based modelling paradigm has a good connection with logical specification of reactive systems in which the system behaviour is described as a set of logical constraints (Mori and Yonezaki, 1993; Vanitha et al., 2000; Osari et al., 2014). Based on this close connection, we proposed a qualitative method for modelling and analysing gene networks (Ito et al., 2010; Ito et al., 2015b) using linear temporal logic (LTL). In this approach, we specify possible behaviours of networks by LTL as a set of logical constraints and analyse properties of networks (also written in LTL) by checking satisfiability of the formulae. This idea is based on the verification of reactive system specifications. Using this correspondence, we later formulated the notion of homeostasis by realizability of reactive system specifications (Pnueli and Rosner, 1989; Abadi et al., 1989) and demonstrated how homeostasis in gene networks can be analysed (Ito et al., 2014a).
A gene network in which $x$ and $y$ are genes. Plus-edges represent activation relationship and minus-edges represent inhibition relationship. Since gene $x$ activates gene $y$, there exists a threshold expression level of $x$.

Figure 1: A gene network in which $x$ and $y$ are genes. Plus-edges represent activation relationship and minus-edges represent inhibition relationship. Gene $x$ receives positive input from environment.
above which gene $x$ activates gene $y$. We write $x \downarrow y$ for this threshold level. Similarly, gene $y$ has the threshold $y \uparrow x$ to inhibit $x$. Moreover, gene $x$ receives the positive input from environment. We write $e_x$ for the threshold of the input to activate $x$.

For this network we introduce the following propositions.

- $on_x$, $on_y$: whether gene $x$ and $y$ are ON respectively.
- $x_y$, $y_x$: whether gene $x$ and $y$ are expressed beyond the threshold $x_y$ and $y_x$ respectively$^1$.
- $in_x$: whether the input to $x$ is ON.
- $e_x$: whether the positive input from the environment to $x$ is beyond the threshold $e_x$.

Using these propositions, we specify the above qualitative principles in LTL. For example, the fact ‘gene $y$ is positively regulated by gene $x$’ is described as

$$G(x_y \leftrightarrow on_y)$$

in LTL. Intuitively this formula says gene $y$ is ON if, and only if, gene $x$ is expressed beyond the threshold $x_y$ (i.e. proposition $x_y$ is true) due to positive effect of gene $x$ toward gene $y$. As for gene $x$, it is negatively regulated by gene $y$ and has positive input from the environment. A condition for activation and inactivation of such multi-regulated genes depends on a function which merges the multiple effects. We assume that gene $x$ is ON if gene $y$ is not expressed beyond the threshold $y_x$ and, in addition, the input from the environment to gene $x$ is beyond the threshold $e_x$; that is, the negative effect of gene $y$ is not operating and the positive effect of the input is operating. Then this can be described as

$$G(e_x \land \neg y_x \to on_x).$$

This formula says that if the input level is beyond the threshold $e_x$ and gene $y$ is not expressed beyond the threshold $y_x$, (i.e. proposition $y_x$ is false; $\neg y_x$ is true), then gene $x$ is ON.

If gene $x$ is ON, the expression level of gene $x$ is growing. In other words, it will reach the threshold $x_y$ unless gene $x$ becomes OFF prematurely. This fact is described as

$$G(on_x \to F(x_y \lor \neg on_x)).$$

If gene $x$ is ON and expressed beyond the threshold $x_y$, it keeps the level until gene $x$ is OFF since this is the largest threshold of gene $x$. This can be described as

$$G(on_x \land x_y \to x_y \land W \neg on_x).$$

This formula means ‘if gene $x$ is ON and the current expression level of gene $x$ is above $x_y$, gene $x$ keeps its level as long as gene $x$ is ON’.

If gene $x$ is OFF, its transcription product decreases due to degradation. We have the symmetric formulae to the case of gene $x$ being ON:

$$G(\neg on_x \to F(\neg x_y \lor on_x)),$$

$$G(\neg on_x \land \neg x_y \to \neg x_y \land W on_x).$$

We have similar clauses for expression of gene $y$.

We do not thoroughly explain how we describe constraints which model the possible behaviours of gene networks. Interested readers may wish to consult (Ito et al., 2015b) for detail.

### 3.2 Analysing Homeostasis by Realisability Checking

Biological homeostasis is informally defined as the tendency of a system to maintain its internal stability or function against any situation or stimulus. This property is closely related to realisability since it says that there is a system which responds to any environmental inputs of any timing while keeping its specified internal conditions. Using this correspondence we formulate homeostasis by realisability.

In the previous section, we showed that a gene network can be modelled by an LTL formula which is the conjunction of clauses. Precisely speaking, the specification of a given network is a triple $(E, I, \phi)$ where

- $E$: the set of external propositions (inputs),
- $I$: the set of internal propositions (genes and thresholds),
- $\phi$: the formula which characterises the possible behaviours of a given network.

We also write a biological property or function of the network, which we are to check whether the given network maintains it in response to any external input sequence. The examples of such property will be ‘the expression level of a certain gene is within a tolerable range’, ‘once a gene becomes ON, its expression will be suppressed afterwards’, et cetera. Such properties can be easily described in LTL.

In realistic situation, we sometimes put an assumption (or constraints) on the environment which restricts the input sequence. For example, we may consider the case that an input is oscillating, an input is always coming, or a certain input comes only after another comes, and so on. Sometimes it is useful to consider homeostasis of a system under such environmental assumptions. We also describe such assumptions in LTL.
Now we define homeostasis of a gene network with respect to a property under an environmental assumption. The following definition is an extended version of our previous definition of homeostasis (Ito et al., 2014a) in that we include environmental assumption $\xi$.

**Definition 1.** A property $\psi$ is homeostatic with respect to a behaviour specification $\langle E, I, \varphi \rangle$ under the environmental assumption $\xi$ if $\langle E, I, \xi \Rightarrow \varphi \land \psi \rangle$ is realisable.

Note that a homeostasis of a gene network is defined with a certain biological property. A network which is homeostatic with respect to a certain property has a strategy to respond for any input sequence which satisfies $\xi$, without violating neither behaviour constraint $\varphi$ nor the property $\psi$. We can set $\xi$ as true (i.e. empty clause), which amounts to put no assumption on environment.

**Example 1.** The network depicted in Fig. 1 is homeostatic with respect to a property 'whenever gene $x$ becomes ON, the expression of gene $x$ will be suppressed afterwards'. This property is described in LTL as follows:

$$G(\neg x \Rightarrow F(\neg \neg x)).$$

Let $\varphi$ be a behavioural specification of the network (partly shown in the previous section). This is verified by checking realisability of the specification $\langle \{\in_1\}, \{\in_1, \in_2, \in_3\}, \varphi \land G(\neg x \Rightarrow F(\neg \neg x)) \rangle$.

This property is also homeostatic if we put an environmental assumption 'the input to $x$ is always ON' which is described as:

$$\text{Gin}_x.$$.

That is to say, the specification $\langle \{\in_1\}, \{\in_1, \in_2, \in_3\}, \varphi \land G(\neg x \Rightarrow F(\neg \neg x)) \rangle$ is realisable (where $\psi$ represents the above property).

Since we defined homeostasis by realisability, we can use realisability checking technique to conduct such analysis. An obstacle with this framework is the high-complexity of LTL realisability problem which is 2EXPTIME-complete in the size of a formula (Pnueli and Rosner, 1989). Since the size of a network specification is proportional to the size of a network, the analysis of a larger network will be intractable in general. The next section discusses the compositional analysis method to mitigate this difficulty.

## 4 COMPOSITIONAL ANALYSIS OF HOMEOSTASIS

Recent advances in realisability checking technique enable us to handle large specifications. Since our framework to analyse homeostasis uses realisability checking, we can reap the benefit from the advances. Here we leverage the compositional algorithm in realisability checking (Filiot et al., 2011). In our setting, the compositional analysis of homeostasis of gene networks is stated as follows:

1. For a given specification $\langle E, I, \xi \Rightarrow \bigwedge_{1 \leq \ell \leq k} \varphi_\ell \rangle$, compute a ‘good’ clustering of the formula $\{c_1, \ldots, c_k\}$, where each $c_\ell$ consists of $\varphi_\ell$'s, e.g. network specifications and biological properties.
2. We check the realisability of each sub-specification $\langle E, I, \xi \Rightarrow \bigwedge_{\varphi \in c_\ell} \varphi \rangle (\ell \in \{1, \ldots, k\})$.
3. We merge the result of individual results.

Step 2 and 3 can be automatically done by the tool Acacia+ (Bohy et al., 2012). The problem is how we obtain a ‘good’ clustering of a given specification. Before proceeding, we first review the algorithm of Acacia+ to solve realisability compositionally.

### 4.1 Compositional Approach to Realisability Problems

The algorithm implemented in Acacia+ to solve realisability of LTL formula $\varphi$ is as follows:

1. Translate $\varphi$ to a universal co-Büchi automaton $A_\varphi$.
2. Translate $A_\varphi$ to a safety game $G(A_\varphi)$.
3. Compute the winning strategy of the game $G(A_\varphi)$.

It is reported that the first step, i.e. translating an LTL formula to an equivalent automaton, is the bottleneck of the algorithm. Known algorithms to translate LTL formulae into equivalent automata run in exponential time with respect to the sizes of formulae. Especially for large LTL formulae the first step does not finish. To overcome this problem, the compositional approach is proposed. Large LTL formulae are often written as $\varphi = \varphi_1 \land \varphi_2 \land \cdots \land \varphi_n$. Thus in compositional approach, each sub-formula $\varphi_i$ is translated into automaton $A_{\varphi_i}$ and then translated into a local game $G(A_{\varphi_i})$, then the winning strategy is computed for each $G(A_{\varphi_i})$. Thanks to the nice property of safety games, the winning strategy for $G(A_{\varphi})$, the strategy for the original game, can be computed from the winning strategies for each local game $G(A_{\varphi_i})$.

In general, the specification is of the form $\xi \Rightarrow \varphi$ where $\xi$ is an environmental assumption. Therefore $\xi$
is distributed to each \( \phi_i \), that is, we solve the realisability of each \( \xi \rightarrow \phi_i \) separately.

The merit of this compositional approach is that we can reduce the time of translating formulae into equivalent automata, since each \( \phi_i \) is much smaller than the original formula \( \phi \). Note that, however, we have extra cost of merging the winning strategies for local games, compared to non-compositional (i.e. monolithic) approach. For compositional approach to be useful, the reduction in automata translation must prevail the additional cost of merging the local winning strategies. Thus the performance of compositional approach depends on how we divide \( \phi \) into several \( \phi_i \)s.

4.2 Applying to Our Problem

Since behaviour specifications for gene networks are written as conjunctions of clauses (see section 3.1), we can apply the compositional approach introduced in the previous section. Our specification in general consists of many clauses, thus it is not efficient to solve every single clauses separately as the overhead of integrating the winning strategies of the local games increases according to the number of local games.

Thus the possible approach is to distribute the clauses into several clusters \( c_1, c_2, \ldots, c_k \), i.e. \( \phi = (\bigwedge c_1) \land (\bigwedge c_2) \land \cdots \land (\bigwedge c_k) \) where \( \bigwedge c_i = \bigwedge_{\phi \in c_i} \phi \). The problem is how to distribute them. What is a good clustering?

For example, suppose that we have 20 clauses and distributing them into 2 clusters. It seems better to put 10 clauses into each cluster than to put 1 clause into one cluster and 19 clauses into the other. In such uneven clustering, the 19 clauses cluster will be a bottleneck and the efficiency may not improve as a whole. Thus a good clustering distributes clauses into clusters as equally as possible. However, the number of clauses may not be a good criterion, since the sizes of formulae are not the same; in an extreme situation, the size of a certain formula might be equal to the size of the rest. Thus we distribute clauses into clusters whose sizes are as equal as possible.

To facilitate winning strategy computation of each local game, it is desirable to obtain small automata. The size of automata \( A_\phi \) is determined by the number of sub-formulae in \( \phi \). To compute the number of sub-formulae for each clause is not realistic because it is exponential to the size of the formula. The plausible criterion is the number of variation of propositions – the more variation of propositions we have, the more the number of sub-formulae. Thus we also take the variation of propositions in a cluster into consideration, in addition to the size of a cluster.

Now we formalise the above idea. Let \( C = \{c_1, \ldots, c_k\} \) be a clustering of a specification \( \langle E, I, \xi \rightarrow \bigwedge_{1 \leq i \leq k} \phi_i \rangle \), that is, each cluster \( c_i \) consists of \( \phi_i \)s. Note that the environmental constraint \( \xi \) is copied to each cluster. Let \( N(\chi) \) and \( V(\chi) \) respectively denote the number and the variations of propositions in a formula \( \chi \). We introduce the evaluation function \( F \) of clustering \( C \) as follows:

\[
F(C) = \sum_{1 \leq i \leq k} E(\xi \rightarrow \bigwedge_{\phi \in c_i} \phi),
\]

where \( E(\chi) = N(\chi)^2 + V(\chi)^2 \).

The function \( E \) represents the evaluation of a single formula. Due to the squared terms in the function \( E \), we can easily see that a clustering consists of two clusters of the sizes 5 and 5 is better than that of 9 and 1. A good clustering is the one which minimises the value of this function.

The number of possible clustering of \( n \) formulae into \( k \) clusters is a \( S(n, k) \), i.e. the Stirling number of the second kind. Thus the naïve algorithm to find the optimal cluster is not realistic in general. Thus we introduce a suboptimal algorithm whose complexity is \( O(kn^3) \) which we show in Algorithm 1.

---

**Algorithm 1: Suboptimal clustering algorithm.**

**Input:** \( \{\phi_1, \ldots, \phi_n\} \) (specification), \( k \) (the number of the clusters)

**Output:** \( C = \{c_1, \ldots, c_k\} \)

\[c_1 \leftarrow \{\phi_1, \ldots, \phi_n\}\]

for \( i = 2 \) to \( k \) do

\[c_i \leftarrow \emptyset\]

end for

\[C \leftarrow \{c_1, \ldots, c_k\}\]

\[\text{min} \leftarrow F(C)\]

repeat

for all \( \phi \in c_1 \) do

\[\text{change} \leftarrow \text{false}\]

for \( i = 2 \) to \( k \) do

\[C' \leftarrow \{c_1 \setminus \{\phi\}, \ldots, c_i \cup \{\phi\}, \ldots, c_k\}\]

\[f \leftarrow F(C')\]

if \( f < \text{min} \) then

\[C \leftarrow C'\]

\[\text{min} \leftarrow f\]

\[\text{change} \leftarrow \text{true}\]

end if

end for

end for

until \( \text{change} = \text{false} \)

---

This algorithm starts with the cluster \( c_1 \) with \( \{\phi_1, \ldots, \phi_n\} \) and the others with empty sets. For each
step we move one \( \varphi \) in \( c_1 \) to another cluster \( c_i \) and evaluate the new clustering by function \( F \). If the evaluation decreases for some \( i \), we adopt the minimal one among such clusterings. We repeat this process until moving \( \varphi \) from \( c_1 \) to any other clusters no longer decreases the evaluation. Since the outermost loop is executed at most \( n \) times, and each step decrements the number of elements of \( c_1 \), this algorithm runs in time \( O(kn^2) \). We implemented the algorithm in OCaml and confirmed that this suboptimal algorithm computes a clustering whose evaluation is as good as the optimal clustering.

5 EXPERIMENTAL RESULTS AND DISCUSSION

This section discusses the experimental results of homeostasis analysis performed on several networks. Since compositional analysis is available for only realisable specifications, all specifications used in this experiment are realisable.

To solve the realisability of an LTL specification \( \varphi \), we first construct a \( \omega \)-automaton which is equivalent to \( \varphi \), then construct a game on the automaton and compute a winning strategy of the system which can respond any environmental requests. Compositional analysis decreases the cost of constructing \( \omega \)-automata from LTL formulae since the formula is divided into several small sub-formulae. However, we have extra cost of merging all winning strategies computed for each sub-formulae. Therefore, increasing the number of clusters may not necessarily reduce the cost of analysis as a whole. However, to predict the optimal number of clustering \textit{a priori} is difficult. We, hence, demonstrate our clustering method with different number of clusters to see the impact of the number of clusters in our compositional method.

![Figure 2: A bistable switch (Ito et al., 2014a).](image)

![Figure 3: A bistable switch with additional inputs (Ito et al., 2014a).](image)

The result of experiments are shown in table 1. These experiments are carried out on a computer with Intel Core i7-3820 3.60GHz CPU and 32GB memory. The realisability checker used is Acacia+ (Bohy et al., 2012). The network ‘bistable switch’ is the network that consists of two genes \( x \) and \( y \) where \( x \) activates \( y \), \( y \) activates \( x \) and \( x \) receives negative input from environment (Fig. 2). The network ‘bistable switch2’ is the same as ‘bistable switch’ except both gene \( x \) and \( y \) receive negative inputs from environment (Fig. 3). The networks ‘anti-stress response (a)(b)(c)’ are the stress response networks studied in (Zhang and Andersen, 2007) (Fig. 4). The networks ‘3 genes’ to ‘6 genes’ are depicted in Figs. 5 to 8. The homeostatic properties we analysed are tendency to ease stress (described as \( G(\text{stress} \rightarrow F\text{stress}) \)) for anti-stress response networks and stability of a certain gene expression (described as \( Gon \)) for others. As environmental assumptions, we put every input is oscillating; it is written as \( G(\text{input} \rightarrow F\text{!input}) \land (\neg\text{input} \rightarrow F\text{input}) \).

As we can see from the result, we benefit from compositional analyses compared to the monolithic approach (\( k = 1 \)). The improvements in analyses of specifications from ‘3 genes’ to ‘6 genes’ are remarkable.

Concerning the number of clusters, as we stated at the beginning of this section, increasing the number of clusters does not necessarily reduce the entire verification time. We can see it from ‘anti-stress response(c)’ where the cases for \( k > 4 \) are worse than the monolithic approach. Even for larger specifications, the best number of clusters seems to be 2 or 3.

The computational time of our clustering algorithm is less than 0.01 regardless of the number of clusters for all networks except for ‘6genes’ at \( k = 6 \) (0.11 seconds). This means that we can ignore the cost of computing clusters to use compositional analysis even for small networks such as ‘bistable switch’. Note that table 1 includes the clustering times.

Now we compare our method to random clustering. For each specification, we generate 50 random clusterings. We first randomly choose the size (i.e. the number of clauses) of each cluster, then we randomly distribute clauses to each cluster according to the size.

We show the results of random clustering in table 2. When calculating average time of verification, the clusterings which cannot be verified within 1 hour are treated as 1 hour. The mark * in the table shows that there were such clusterings. Thus the true average is greater than the shown value.

For larger specifications such as ‘bistable switch2’, ‘3genes’, ‘4genes’ and ‘5genes’, we can clearly see that our method outperforms random clustering. Readers might notice that for the network of
Table 1: Experimental results. Columns ‘E’ and ‘I’ respectively show the numbers of external propositions and internal propositions. Column ‘S’ shows the size of formula (i.e. number of connectives and propositions). The columns ‘Time(s)’ show the total time of the verification for various number of clusters ($k$). ‘$k = 1$’ means non-compositional analysis. For ‘$k > 2$’ the times include computation of clustering.

<table>
<thead>
<tr>
<th>Network</th>
<th>E</th>
<th>I</th>
<th>S</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bistable switch</td>
<td>1</td>
<td>6</td>
<td>232</td>
<td>0.40</td>
<td>0.07</td>
<td>0.08</td>
<td>0.10</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>bistable switch2</td>
<td>2</td>
<td>8</td>
<td>353</td>
<td>206.81</td>
<td>0.81</td>
<td>0.41</td>
<td>0.42</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td>anti-stress response (a)</td>
<td>1</td>
<td>9</td>
<td>289</td>
<td>0.48</td>
<td>0.31</td>
<td>0.35</td>
<td>0.41</td>
<td>0.47</td>
<td>0.51</td>
</tr>
<tr>
<td>anti-stress response (b)</td>
<td>1</td>
<td>7</td>
<td>237</td>
<td>0.22</td>
<td>0.12</td>
<td>0.13</td>
<td>0.15</td>
<td>0.16</td>
<td>0.18</td>
</tr>
<tr>
<td>anti-stress response (c)</td>
<td>1</td>
<td>9</td>
<td>288</td>
<td>0.39</td>
<td>0.31</td>
<td>0.38</td>
<td>0.41</td>
<td>0.47</td>
<td>0.51</td>
</tr>
<tr>
<td>3 genes</td>
<td>3</td>
<td>10</td>
<td>418</td>
<td>161.87</td>
<td>5.03</td>
<td>5.43</td>
<td>6.08</td>
<td>5.82</td>
<td>6.30</td>
</tr>
<tr>
<td>4 genes</td>
<td>2</td>
<td>12</td>
<td>444</td>
<td>$&gt;3600$</td>
<td>4.07</td>
<td>4.48</td>
<td>5.16</td>
<td>5.69</td>
<td>6.21</td>
</tr>
<tr>
<td>5 genes</td>
<td>3</td>
<td>15</td>
<td>547</td>
<td>$&gt;3600$</td>
<td>173.31</td>
<td>123.80</td>
<td>192.17</td>
<td>135.77</td>
<td>194.75</td>
</tr>
<tr>
<td>6 genes</td>
<td>3</td>
<td>18</td>
<td>646</td>
<td>$&gt;3600$</td>
<td>2676.37</td>
<td>2792.61</td>
<td>2877.03</td>
<td>2942.62</td>
<td>3087.91</td>
</tr>
</tbody>
</table>

Table 2: Results of random clustering. It shows average verification times of 50 randomly clustered specs. The figures show the time (in seconds) to check homeostasis. The stars on the figures show that some trials failed due to time out of 1 hour. Such clusterings are treated as finished in 3600 seconds for the sake of expedience.

<table>
<thead>
<tr>
<th>Network</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bistable switch</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>bistable switch2</td>
<td>12.20</td>
<td>4.39</td>
<td>2.24</td>
<td>1.62</td>
<td>1.23</td>
</tr>
<tr>
<td>anti-stress response (a)</td>
<td>0.36</td>
<td>0.38</td>
<td>0.43</td>
<td>0.44</td>
<td>0.47</td>
</tr>
<tr>
<td>anti-stress response (b)</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>anti-stress response (c)</td>
<td>0.35</td>
<td>0.37</td>
<td>0.40</td>
<td>0.43</td>
<td>0.46</td>
</tr>
<tr>
<td>3 genes</td>
<td>81.80</td>
<td>29.44</td>
<td>50.88</td>
<td>10.44</td>
<td>10.94</td>
</tr>
<tr>
<td>4 genes</td>
<td>687.47*</td>
<td>441.53*</td>
<td>166.43</td>
<td>45.99</td>
<td>130.66</td>
</tr>
<tr>
<td>5 genes</td>
<td>1746.24*</td>
<td>845.6*</td>
<td>772.39*</td>
<td>841.6*</td>
<td>842.74*</td>
</tr>
<tr>
<td>6 genes</td>
<td>3220.6*</td>
<td>2953.01*</td>
<td>2767.81*</td>
<td>2830.68*</td>
<td>2641.21*</td>
</tr>
</tbody>
</table>

‘6genes’, the random clustering seems to outperform our method for some $k$. However, this is because we treated timed-out samples as 3600 seconds when averaging the results. Though we do not know the true average, it will be worse than the results of our method.

For smaller specifications, such as ‘bistable switch’ and ‘anti-stress response’ networks, our method is not clearly better than random clustering. The reason is that the formulae are not so large that the automata construction is not a heavy task in the verification process. For such specifications our strategy – to decrease the time of automata construction – may not be suitable.

Readers might wonder why ‘4genes’ for $k = 5$ is considerably smaller than others in random clustering. Plausible explanation is that the random sampling happened to give biased clusterings. What is important here is that even for such biased random sampling, our method is much better.
This is because if we increase the number of clusters, the size of formulae in each cluster tends to be small, so that the automata construction time decreases and becomes less important in the verification process. Thus the larger $k$ tends to impair the benefit of our method. Rather, we only reap the overhead of merging the winning strategies of the local games. This suggests another tactics for clustering: we focus on decreasing the computation time of winning strategy. We leave this issue for future work.

Before closing this section, we make a brief remark on a treatment of unrealisable specifications. As we mentioned at the beginning of this section, compositional approach is only applicable for realisable specification (Filiot et al., 2011; Bohy et al., 2012). In the current implementation of Acacia+, a user chooses options whether he checks realisability or unrealisability (or both in parallel). Thus when we are to verify a specification for which we do not know whether it is realisable or not, first we try realisability checking compositionally. If the verifier cannot prove realisability, we try unrealisability checking monolithically. However, since Acacia+ uses heuristic in which a certain bound is set when searching winning strategies, sometimes neither realisability nor unrealisability is proved. If this is the case, we set a larger bound and repeat the process until we have a definite result.

We summarise this section. For larger specifications, our method works well because the bottleneck in the verification process is the automata construction. If the number of clusters is small (2 or 3), our method is especially effective. If we increase the number of clusters, the bottleneck seems to shift from automata construction to winning strategy computation. To investigate a method to reduce the time for winning strategy computation is an interesting future work.

6 RELATED WORK

Sensitivity or robustness of biological systems is close but different from homeostasis. It analyses whether a property holds for a similar degree/probability when a parameter is modified, while homeostasis means that a given property holds for a certain set of input sequences. (Rizk et al., 2009) defines robustness of a biological system by measuring the deviation of the ‘satisfaction degree’ of an LTL formula (Fages and Rizk, 2008) caused by perturbations on parameters. They can treat the initial value of an environmental input as a parameter, thus homeostasis is partially covered. (Donzé et al., 2011) is a similar approach to (Rizk et al., 2009) for robustness analysis. They analyse continuous trajectories by means of signal tem-
Table 3: Standard deviation of the results of random clustering.

<table>
<thead>
<tr>
<th>Network</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bistable switch</td>
<td>0.05</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>bistable switch2</td>
<td>23.00</td>
<td>12.1</td>
<td>4.51</td>
<td>3.74</td>
<td>2.30</td>
</tr>
<tr>
<td>anti-stress response (a)</td>
<td>0.09</td>
<td>0.08</td>
<td>0.13</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>anti-stress response (b)</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>anti-stress response (c)</td>
<td>0.06</td>
<td>0.09</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>3 genes</td>
<td>183.01</td>
<td>138.24</td>
<td>273.49</td>
<td>13.04</td>
<td>22.63</td>
</tr>
<tr>
<td>4 genes</td>
<td>1239.13</td>
<td>1021.42</td>
<td>618.16</td>
<td>218.94</td>
<td>377.97</td>
</tr>
<tr>
<td>5 genes</td>
<td>1593.59</td>
<td>1318.82</td>
<td>1183.29</td>
<td>1295.33</td>
<td>1270.92</td>
</tr>
<tr>
<td>6 genes</td>
<td>700.55</td>
<td>763.89</td>
<td>835.77</td>
<td>819.86</td>
<td>989.15</td>
</tr>
</tbody>
</table>

Table 4: Relative standing of the verification time with our method within the run-times of random clusterings. The value ‘best’ means that our method was the best.

<table>
<thead>
<tr>
<th>Network</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
<th>$k = 6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>bistable switch</td>
<td>10%</td>
<td>14%</td>
<td>39%</td>
<td>43%</td>
<td>best</td>
</tr>
<tr>
<td>bistable switch2</td>
<td>38%</td>
<td>13%</td>
<td>15%</td>
<td>41%</td>
<td>41%</td>
</tr>
<tr>
<td>anti-stress response (a)</td>
<td>27%</td>
<td>17%</td>
<td>64%</td>
<td>88%</td>
<td>88%</td>
</tr>
<tr>
<td>anti-stress response (b)</td>
<td>31%</td>
<td>45%</td>
<td>70%</td>
<td>70%</td>
<td>92%</td>
</tr>
<tr>
<td>anti-stress response (c)</td>
<td>23%</td>
<td>86%</td>
<td>68%</td>
<td>92%</td>
<td>92%</td>
</tr>
<tr>
<td>3 genes</td>
<td>14%</td>
<td>26%</td>
<td>47%</td>
<td>27%</td>
<td>27%</td>
</tr>
<tr>
<td>4 genes</td>
<td>17%</td>
<td>8%</td>
<td>34%</td>
<td>38%</td>
<td>43%</td>
</tr>
<tr>
<td>5 genes</td>
<td>19%</td>
<td>12%</td>
<td>43%</td>
<td>15%</td>
<td>35%</td>
</tr>
<tr>
<td>6 genes</td>
<td>14%</td>
<td>26%</td>
<td>41%</td>
<td>44%</td>
<td>50%</td>
</tr>
</tbody>
</table>

poral logic (STL) and its satisfaction-degree. In their approaches, it is unclear how to model arbitrary input scenario and assess the effect of it. SReach (Wang et al., 2015) is a tool to analyse stochastic hybrid systems, which can be used to model biological systems. SReach focuses the probabilistic reachability, that is, a property whether a given system reaches safe (or unsafe) states within a given probability range. SReach can conduct sensitivity analysis. Are the results of reachability analysis the same for different possible values of a certain system parameter? Since SReach only considers probabilities on state transitions, it is not clear how to model perturbations on inputs.

(Zhang and Andersen, 2007) analyses homeostasis of anti-stress gene regulatory networks by means of control theory. They consider steady-state response curves of anti-stress genes to a dose of stress. Their control-theoretical method is tailored to anti-stress networks and feasible to predict the effect of changing local response coefficients, but does not provide a generic framework applicable to any network.

In contrast to above approaches, our approach is purely qualitative. We do not need any kinetic parameters, which is usually difficult to obtain. There have been proposed several qualitative approaches to model and analyse biological systems based on several different formalisms - BIOCHAM (Fages et al., 2004) based on rewriting system, SMBioNet (Bernet et al., 2004) and Qualitative networks (Schaub et al., 2007) based on extended Boolean networks, and GNA (de Jong et al., 2003) based on piecewise linear differential equation. Compared to these formalisms, our LTL-based model of gene networks are flexible and easy to construct since the basic principle to model the behaviours are quite simple. The change of condition or assumption (e.g. bias of multivariate regulation) is immediate. Although the above tools are useful for checking whether a biological property can be true in network behaviours, it is unknown how to define and analyse homeostasis. As to the size of analysable networks, we cannot directly compare the scalability since the properties analysed and behaviours modelled in these tools are different and the cost of analysis also depends on the complexity of the network structure as well as the size. Furthermore, the examples demonstrated are very few and we do not have canonical benchmarks in this field. For information, we refer the size of networks analysed in these
tools; SMBioNet analyses a 3 nodes network, GNA a 10 nodes network and Qualitative networks a 2160 nodes network (in 10 hours). Qualitative network can handle very large networks compared to others including our framework, but we should keep in mind that Qualitative networks only consider propositional properties on steady states of the network behaviour, i.e. a temporal property such as ‘when a gene is activated it will be suppressed later’ cannot be checked. Furthermore, the behaviour of a Qualitative network is deterministic. In contrast we consider all possible network behaviours and their temporal properties with responses to environmental inputs.

As for compositional analysis of gene networks, we proposed to divide a network into several sub-networks and verify them individually (Ito et al., 2013; Ito et al., 2015b). This means we manually divide an LTL formula into several sub-formulae, considering the network structure. We have not discussed any algorithm to divide a network and the corresponding formula. In this paper, our method is based on a syntactic structure of a formula, not on a network structure. Thus it is easy to cluster a formula algorithmically.

7 CONCLUSION

In this paper we proposed compositional analysis of homeostasis of gene networks. We introduced a new clustering algorithm based on characteristic function on LTL formulae to divide a network specification. The experimental results show that our method drastically improves the performance in analysing larger network specifications. Our clustering algorithm is not limited to analyse homeostasis of gene networks but for realisability checking of any reactive system specification.

For further improvement, we are interested in importing Ito et al.’s approximate method (Ito et al., 2014b) to check homeostasis of gene networks. Another important future direction is to analyse real networks which may now be feasible thanks to this work, and elucidate regulation mechanisms contributing biological homeostasis.
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