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Abstract: This paper presents a method for predicting company’s trend on research and technological innova-
tion/development(R&D) in business area. We used three types of data collecgossientific papers, open

patents, and newspaper articles to estimate temporal changes of trends on company’s business area. We used
frequency counts on scientific papers and open patents to be published in time series. For news articles, we
applied sentiment analysis to extract positive news reports related to the company’s business areas, and count
their frequencies. For each company, we then created temporal changes based on these frequency statistics.
For each business area, we clustered these temporal changes. Finally, we estimated prediction models for each
cluster. The results show that the the model obtained by combining three data is effective to predict company’s
future trends, especially the results show that SP clustering contributes overall performance.

1 INTRODUCTION

used on textual features(Kogan et al., 2009; Joshi
et al., 2010; Yagatama et al., 2011), while much of

With the exponential growth of industries, an enor- the previous work on paper prediction used mainly
mous body of companies provide jobs with various citation statistics(Shi et al., 2010; Yan et al., 2012).
business areas,g.IT engineer, Electronic communi- Koppelet alattempted to classify news stories about a
cation, and medical science. Hence, given the limited company according to its apparent impact on the per-
time, people, especially students have to go on job formance of the company’s stock (Koppel and Shtrim-
hunting. Ideally, many would be more interested in berg, 2004). Mile&t alproposed a method of predict-
getting a job that matches their expertise of study, and ing the movement of the MSCI EURO index based
companies having high prospect in those fields in the On European Central Bank statements by learning and
future. However, it is difficult to make a decision that €xtracting fuzzy grammars from the text of the ECB
whether a company would really make an expertise statements (Milea et al., 2010). Lavren&bal pre-
and investment in the future before working at that sented a unique approach to identifying news stories
company. Therefore, it is beneficial for automatica"y that influence the behavior of financial markets. They

predicting company’s trend on R&D in various busi- identified trends in time series using piecewise lin-
ness fields. ear fitting and assigned labels to the trends according

In the context of high impact academic pa- t0 an automated binning procedure (Lavrenko et al.,

pers prediction, citation-based analysis is often
used(McGovern et al., 2003; Bethard and Jurafsky,
2010). Adams showed that the number of citations
is used to quantify paper’'s attention(Adams, 2005).
McNamaraet al proposed a method for predicting

paper’s future impact by using topological features
extracted from citation network(McNamara et al.,

2013). In addition to topological features, Davletov

2000). However, most of the above approaches fo-
cused on company'’s financial impact.

In this paper, we focus on company’s R&D in
some business areaghenceforth referred t@ate-
gorie9, and propose a method for predicting their
trend. We used frequency counts on scientific papers
and open patents to be published in time series to ob-
tain temporal changes for categories in the company.

et al predicted high impact academic paper based on Moreover, we used frequency counts on positive news
temporal features of citations(Davletov et al., 2014). reportse.g.new product sales, a success of new tech-
There are a few academic paper prediction method nologies, and improvement of corporate results, and

283

Fukumoto, F., Suzuki, Y., Nonaka, A. and Chan, K.

Prediction of Company’s Trend based on Publication Statistics and Sentiment Analysis.

DOI: 10.5220/0006048602830290

In Proceedings of the 8th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2016) - Volume 1: KDIR, pages 283-290
ISBN: 978-989-758-203-5

Copyright (© 2016 by SCITEPRESS — Science and Technology Publications, Lda. All rights reserved



KDIR 2016 - 8th International Conference on Knowledge Discovery and Information Retrieval

1 Learning prediction model 2 Prediction of future trend

Academic Patent News (C’«;’)anpéﬁy\\
papers | documents” |articles —_name

o Business ™~
\\'\,ﬁfgar://
-~ Atime

11 "
Creation of Impact estimation ,
~~_period

temporal seriesy by citation network
— n)
i o
: SJJRD(D=g, () +R|
Clustering l
temporal series

1-4 AN
=i

it

Prediction

1-2

Construction of
a prediction model
R&D prediction:
high impact
Figure 1: Overview of the system.
obtained temporal changes for a specific category in

the company. To do this, we applied sentiment anal-
ysis to the newspaper articles to extract positive news

reports related to the companies, and created tempora
changes. For each category, we clustered company’s

changes. Similar to Davletat al's method, we used

a regression modei.e., for each cluster, model pre-
diction is estimated as a regression problem where the
objective is to predict company'’s future trend in a spe-
cific category.

2 FRAMEWORK OF THE
SYSTEM

We used three types of Japanese diagg, scientific
papers, patent documents, and news articles to pre
dict future trend of a company with a specific cate-
gory. Figure 1 illustrates our system. It consists of
two procedures, (1) Learning prediction model, and
(2) Prediction. Learning prediction model consists
of four steps: (1-1) creation of temporal series, (1-2)
clustering temporal series, (1-3) impact estimation by
citation network, and (1-4) construction of a predic-
tion model. The input of the procedure is a company
name(), its categoryf), e.g. communication engi-
neering, and a time periag(which we want to pre-
dict. The output is a plotted figure represented by a
polynomial regression(degree equals to three) where
x-axis is a time period angraxis refers to a value in-
dicated future trend on R&D.

2.1 Learning Prediction Model

The company'’s future prospect is estimated by using

patterns for each category as time series, and citation

network. The pattern is derived from the frequencies

on scientific papers, open patents to be published, and
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positive news reports related to the company.

2.1.1 Creation of Temporal Series

For each category in each compagiy wherei is a
company andn is a category, we count the cumu-
lative number of times for three data: scientific pa-
pers, open patents, afubsitivenews reports related

to ¢ within a time period, and create three tempo-
ral series, scientific paper3 pg"), patents T pt™),

and news reportsT(nr™). News articles are not as-
signed categories, while scientific papers and open
patents are classified into categories. Therefore, we
assigned categories to the news articles by using open
patents. More precisely, we collected open patents for
each category, and concatenated them into one docu-
ment. We applied a simple weighting method, tf*idf
scheme (Salton and Buckley, 1990) for term weight-
ing. We used a noun/compound noun word as a term.
or each category, we selected the number of topmost
s terms according to tf*idf values as a feattirdor
each news article, we count the number of terms, and
classified each article into categories whose number
of the features is largest.

To extract positive news reports, we applied sen-
timent analysis. For each categary all news re-
ports including company name are extracted. These
news reports were parsed by the syntactic analyzer
CaboCha (Kudo and Matsumoto, 2003), and all the
dependency triplesrél,x,y) are extracted. Herex
refers to a noun/compound noun word related to the
company namey shows a verb or an adjective word.
rel denotes a grammatical relationship betweamd

y. We classifiedrel into 9 types of Japanese parti-
cle, “ga(ha)”, “wo”, “ni", “he”, “to”, “de”, “yori",
“kara”, and “made”. For instance, from the sentence
including company namerTbyota-no-uriage(Sales of
Toyota) ha koutixyoudatta(were goddjToyota Mo-
tor corporation’s sales were good.), we can obtain the
dependency tripleth@, Toyota-no-uriaggkoutixyou-
datta). The triplet shows positive opinion.

We regarded each of the extracted dependency
triplet as positive/negative ¥ in the triplet fel,x,y)
is classified into positive/negative classes in the
Japanese sentiment polarity dictionary (Kobayashi
et al., 2005). However, the dictionary makes it nearly
impossible to cover all of the words in the news ar-
ticle corpus. For unknown verb or adjective words
that were extracted from the news article corpus, but
did not appear in any of the dictionary classes, we
classified them into positive or negative class by us-
ing a topic model. Topic models such as probabilis-

IWe set a time period to six months
2As a result of manual evaluation, we sab 20,000.
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_Topic_id1 Topic_id2 We used the result of triples to classify test news
reports. Like much previous work on sentiment anal-
ysis based on supervised machine learning techniques
(Turney, 2002), or corpus-based statistics, we used
Support Vector Machines (SVMs) to annotate auto-
matically (Joachims, 1998). Each training news re-
port is represented by a vector. Each dimension of
a vector is positive/negative triples appeared in the
news report, and the value of each dimension is a
frequency of the triplet in the news report. Each test
news report is also represented by a vector. Each di-
mension of a vector is a triplet appeared in the news
report. We used pairwise classification. As a result,
for eachc™, we count the cumulative number of times
for positive news reports, and create a temporal series,
Tnr™. Finally, we added these three temporal series
given by Eq. (2).

-I—im

Sales have picked up. | |Business has recovered.

Performance are good. —The company has succeded

Sales are goow

- Topic_id3 positive

The company terminated workers |

S

—— “negative

7| Results deteriorated.

Sales are dropped.

Figure 2: Clusters obtained by LDA.

tic latent semantic indexing (Hofmann, 1999) and La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003) are
based on the idea that documents are mixtures of top-
ics, where each topic is captured by a distribution over
words. The topic probabilities provide an explicit
low-dimensional representation of a document. They
have been successfully used in many domains such
as text modeling and collaborative filtering (Li et al., ) ) _
2013). We applied LDA based on Gibbs samplingtoa Ti" in Ed. (2) refers to the temporal series with cate-
news article corpus consisted of triples, and classified 90ry m of the company. a, 3, andy are parameters

aT pd"+ BT pt™+ yT nr" )

unknown words into positive/negative classes.

Figure 2 illustrates the result obtained by LDA.
The sentence marked with box includes unknown
verb words, such ggick upandterminate “positive”
and “negative” refer to a sentence including positive

and negative words appeared in the sentiment polarity

dictionary. “Topicid” indicates id number assigned

to each cluster/set. We need to estimate the number of”’

topicsk’ for the result obtained by LDA. As shown in

Figure 2, the result can be regarded as a clustering re
sult: each element of the clusters is positive/negative

news reports according to the sentiment polarity dic-
tionary, or unknown words. Therefore, we estimated
the number of topics (cluster&) by using Entropy
measure given by:

1 N
gk ZWJ IZP(A@,CJ)IOQP(A@,Cj). 1)

K in Eq. (1) refers to the number of clustePXA;,C;)

is a probability that the elements of the clustgras-
signed to the correct clags. N denotes the total
number of elements and; shows the total number
of elements assigned to the clus@r The value of

E ranges from 0 to 1, and the smaller valudsahdi-
cates better result. We chose the paramiétarhose
value ofE is smallest. For each cluster, if the number
of positive news reports is larger than those of neg-
ative ones, we regarded a triplet including unknown
word in the cluster as positive and vice versa. For
example, “picked up” in the Topi@1 cluster shown

in Figure 2 is regarded to a positive as the number of

positive and negative were two and zero, respectively.

indicating the degree of importance.

2.1.2 Clustering Temporal Series

We note that temporal seri@g" is created for each
category of the company. The result is a large number
of temporal series, and some of them are very close
ith each other. We then applied spectral(SP) cluster-
ing technique (Ng et al., 2002) to classify them into

some classes. Similar to other clustering algorithms,

the SP clustering takes as input a matrix formed from
a pairwise similarity function over a set of data points.
For each category, we applied SP clustering to the
matrix D™. Given a set of point€™ = {cf",--- ,c'}
wherec" denotes companyin the categorym, the
algorithm is as follows:

1. Form a distance matri@™ € R? between all the
number ofn companies that are used in the train-
ing. The distance matrix for the categamy is
given byD?i_Tj = 3| Tie =Tl D?,T,- indicates
distancel.;1-norm between companyandj in the
categorym. Ti; andTj; refer to the temporal se-
ries of the companyandj at the time.

D is transformed to an affinity matrig;;.
D}
0,

0? is a parameter and controls the rate at which
affinity drops off with distance.

2.

ifi

otherwise
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3. The matrix. = D~ 2AD" % is createdD is a diag- €in Eq. (3) is a column vector with all elements equal
onal matrix whosei(j) element is the sum o&'s to 1. The principal eigenvector in the MRW model is
i-th row. obtained by the power method and inverse iteration

method. For implementation, we used the Eigen li-
brary? We chose a vector with the largest eigenval-
ues. We normalized a vector, and obtained company’s
rank scores.

4. The eigenvectors and eigenvalued adre calcu-
lated, and a new matrix is created from the vectors
associated with the number bfargest eigenval-
ues.

5. Eachitem now has a vectorlofoordinatesinthe  2.1.4 Prediction Model
transformed space. These vectors are normalized

to unit length. For each cluster obtained by SP clustering, we esti-
6. K-means is applied t& in the L-dimensional ~ mated prediction model for a categaryof the com-
space. panyi at a time period, RD"(t) which is given by
Eq. (4)

2.1.3 Impact Estimation by Citation Network

P ’ RO(t) = g(t) + AR @
In addition to temporal series, we estimated im-
pact of open patents. We used the Markov Random
Walk(MRW) model to ranking open patents related
to ¢. For each category, we created a gr&ph =
(C™M, E™M) that reflects the relationships between com-
panies inC™. C™ refers to a set of companies in the
categorym. Eachc € C™ is represented by a vec-
tor whose dimension of a vector corresponds to each2 2 Prediction of Trend
company. Each element of a dimension is a citation

count of the compang™ is a set of edges, which is a Given a specific cateaom of the compani which
subset of2™ « C™. Each edgel!' € E™ is associated i pecilic categom pany whi
we want to predict, we first calculate the minimum

with an affinity weight. The weightis computed using . . .
the standard cosine measure between two companies(?'Stance between its mean of the clugteassigned to

We applied MRW model for each category. ?hbe cua;ﬁ]golrzyna(g()j the temporal series of the company
The transition probability frong™ to ¢ is then y 9Eq. (5.

defined by normalizing the corresponding affinity s = argmin|| T"— . (5)
i i i) = __awi=j) i ) i

Welght p(i — j) v if ZéW;é 0, oth

erwise, 0. We used the row-normalized matdx= For the rest of the prediction timeline, the chosen

(Uij) (cmj+/cm| to describeG™ with each company cor-  cluster’s polynomial is used for prediction.
responding to the transition probability, whewg =

p(i — j). To makeU a stochastic matrix, the rows
with all zero elements are replaced by a smoothing
vector with all elements set tﬁlm—‘. The matrix form 3 EXPERIMENTS

. m .
of the saliency scor8coréc") can be formulated in We used scientific paper publications and open

a recursive form as in the MRW modek = pUTA  patents provided by JSTand Mainichi Japanese

+ % & whereh = [Scoréc)]cm),1 is @ vector of newspaper articles from Jan. 2003 to Dec. 2007. We
saliency score for the companiessis a column vec- used financial newspaper articles. The dataset con-
tor with all elements equal to 1 is a damping fac-  Sists of 6,984 publications, 546,230 open patents, and
tor. We setu to 0.85, as in the PageRank (Brin and 16,364 newspaper articles. The categories assigned to
Page, 1998). The above process can be considered agublications are different from those of patent docu-
a Markov chain by taking the companies as the statesments. More precisely, the number of categories as-
and the final transition matrix is given by Eq. (3), and signed to publications is 155. The IPC(International

each score of the companies is obtained by the princi- Patent Classification) is assigned to each patent doc-
ple eigenvector of the new transition matkik uments. We used second level categories consisting
of 125 categories. Therefore, we manually selected

wheregg'(t) in Eqg. (4) is a prediction model obtained
by using temporal series in the clusgeassigning the
companyi for the categorym, andR" refers to the
ranking score of obtained by MRWA is a weighting
parameter.

M = pu'+ A=W, 3)

|Cm| 3http://eigen.tuxfamily.org/index.php?title=MaPage

“www.jst.go.jp/EN/index.html
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Table 1: Category correspondences. averaged F-score concerning to positive and negative
Publication | Patent were 0.839, and 0.4_36, respectively. We aplded these
Computer Computation news reports classified by SVMs to the original 600
Communication end Electronic communication tralrlung.nev;/]s repolrts, agd us}?g (t)fg)%m as atraining data
Oncology Medical science tocassﬁ'yt e total number of 3, test news reports.
Elecironics Electronic eng We obtained the total number of 2,053 positive news
reports including positive training data, and used them
Table 2: Top 5 triples identified positive/negative. to create temporal series.

_ _ We test our method by using closed and open data.
Positive N Negative : In the experiment using closed data, we created tem-
(ga gixyouseki koutixyouda (wo kahousixyuusei shita | - b . I blicati
company’s performance is goodrevise down sales poral series by USI_I’Ig all pu |cat|0n§, open patents,
(ga mangakukaitou at)a (ga shonshitu baizousija and newspaper articles. These data include 585 com-
have demand granted in full | debtincreased panies in all. The difference time period between
(wo setsubitoushi shija (wo fusai houkokusita training and test data is one year and three years.
have capital investment report a debt Wh the ti diff bet traini d test
(ga rieki baizoushita (ga sonsitu hettp en € ime diierence between training and 1es
profit increased damage is decreased data is one year, we used the data collected from 2003
(ga uriagedaka fuefa (ga mondai shinkokuda to 2006 years as a training data, and 2007 year as a
the amount sold increased The problem is so serious test data. When the time difference is three years, we

used the data collected from 2003 and 2004 years as
. a training, and the data collected from 2007 year as
cation that correspond to patent documents. Table 1ioqt qata. We used five cross validation to evaluate
shows four categories used in the experiments. the method. The estimated parameters|af® (the

We used pldato assign positive/negative label to  ymber of eigenvaluesy=0.5, B=0.3, andy=0.2 in
the sentences in news reports. We estimated the numgq (2) A=0.1in Eq. (4), and=14 ofk-means.
ber of topics (clusters) by searching in steps of 100 |y the experiment using open data, we divided
from 200 to 1,000. As a result, the minimum en- each of the three data into two, training and test
tropy value and the number of topics is 0.328, and gata, Furthermore, we divided training data into
500, respectively. We used these in the experiments.qyo; training data to estimate parameters, and train-
Table 2 shows sample clusters regarded as positivéing data to construct prediction models by using these
and negative obtained by LDA. Each cluster shows estimated parameters. The estimated parameters are
the top 5 triples including verb/adjective that did not =10, 4=0.1,3=0.5,y=0.4A=0.1 anck=36. We evalu-
appear in the sentiment polarity dictionary. We ob- 4teq prediction performance by using three measures,
served that the extracted triples show positive opin- j e ' mean-averaged absolute erd&E), and mean-
ion. This indicates that sentiment analysis contributes 4yeraged relative errdRE), and the coefficient of

to classify news report into positive or negative. In getermination?) (Yan et al., 2012) which are given
contrast, a triplet such agd sonsitu hettp‘damage by:

is decreased” which incorrectly classified into nega-

tive cluster is an obstacle to identify negative news 1N

reports in SVMs classification. MAE = NIZ i) = fi(t) | (6)
All news reports were parsed by the syntactic an-

alyzer CaboCha(Kudo and Matsumoto, 2003), and

a limited number of categories assigned to the publi-

N
243,528 dependency triples are extracted. We used MRE = 1 z M 7)
them in the experiments. We classified news report N 4 fi(f)
into positive or negative by using linear kernel of ZN(yi t) — fi(t))?
SVM-Light(Joachims, 1998). We set all parameters R = 1- W (8)
i Wilh) =

of SVMs to their default values. For each category,
\évaen;aggomrzlyasneéegggugﬁ;vsa;i%?;iéntcr:g:gg CX?'aN shows the number of categories in the company we
result, we obtained 600 news reports consisting 300 maenéézgrfgécggg g}{ Er?‘( (s)tregﬁé?ciézee?ciagg
for each of positive/negative. 600 news reports are served value and;(t) shog\a/vysl(e)ach redicted value
trained by using SVMs, and classifiers are obtained. ! P :

We randomly selected another 600 news reports, andl & &) SLoe 11t b FEHS 2 BReeiel The et T
used them as test data. As a result, the macro- ’ )

- 6For each category, we used the same value of the pa-
Shttp://code.google.com/p/plda rameters.
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the contrary, the smaller value of Eq. (6) and Eq. (7) data from 2007 yeaiY-axis shows the specific com-
indicates better result. pany’s trend obtained by Eqg. (4). A higher value of
We recall that we extracted positive news re- the company’s trend indicates more attractive in some
ports from news articles, clustered temporal series, business area. The business areas in Figures 3 and
and estimated impact by citation network. To ex- 4 is computer, and electronics, respectively. Doted
amine each method'’s effectiveness, we compared ourline shows observed value, and a solid line refers to
method with three baselineise. the method not us-  predicted value. We can see from Figure 3 that two
ing news reports(Wo News), the method without SP lines are very close to each other in a prediction year,
clustering(Wo SP), and the method not using impact 2007. In contrast, Figure 4 shows that in year 2007,
estimation by citation network(Wo IM). The results the electronics area in the company is more attractive
by both closed and open data are shown in Table 3. while our prediction result shows that it becomes a
We can see from Table 3 that the results obtained Slow curve incorrectly.
by our method were better than other methodsinthree ~ There are no existing work related to prediction
evaluation measures. Moreover, out method was bet-0f company’s future trend. Therefore, we compared
ter than other methods in both of the time differences our method to the most recent state of the art citation-
between training and test data, one and three yearsbased work related to high impact academic paper
We note that when we used open data, the differenceprediction proposed by Davlet@t al (Davletov et al.,
between Ours and Wo SP was largest in all of the 2014). More precisely, we applied Davletov’s method
three evaluation measures. This shows that clustering(Citation) to open patents and compared it with the
temporal series by the SP clustering especially con- result obtained by our method. Because in our data,
tributes to prediction. This is reasonable because theonly the open patents corpus has citation information.
method without SP clustering predicts only one poly- The results are shown in Table 4.
nomial regression model, while there are variation of Table 4 shows that in both of the closed and open
company'’s trend on R&D. Figures 3 and 4 illustrates data, the results obtained by our method was better
the result of company’s trend predicted correctly and to those obtained by citation based method except for
incorrectly, respectively. three years of time difference between training and
test data in closed data by using MRE measure. When
the creation time period of the test data differs three
years from that of the training data, the overall per-
formance of prediction decreased. However, the re-
sults obtained by our method were still better to those
obtained by citation based method. This shows that
prediction model obtained by combining three data is
effective to predict company’s future trend.

80

70 -5

Trend value RDi(t)
[ T -
© © & & © &

o

1/2003 7/2003 1/2004 7/2004 1/2005 7/2005 1/2006 7/2006 1/2007 7/2007
Time period

Predicted value Observed value 4 CONCL USI ON

Figure 3: An Example of correct prediction (Computer).
We proposed a method for predicting company'’s fu-
ture trend on R&D. We used three types of data col-
250 lections, scientific papers, open patents, and news-
paper articles to estimate temporal change of trends
on company’s business area. The results by using
Japanese data show that the prediction model ob-
tained by combining three data is effective to predict
company’s future trends, especially the results show
that SP clustering contributes overall performance.
1/2003 7/2003 1/2004 7/2004 1/2005 7/2005 1/2006 7/2006 1/2007 7/2007 There are a number of directions for future work.
imeperod In the sentiment analysis, we should consider nega-
tive news articles to estimate a declining trend, and we
should be able to obtain further advantages in efficacy
by overcoming the lack of sufficient news reports by
X-axis in both Figures 3 and 4 indicates a time pe- incorporating transfer learning approaches (Dai et al.,
riod of training data, 2003 and 2004 years, and a test2007). Moreover, it is necessary to improve positive
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Figure 4: An Example of incorrect prediction (Electronics)
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Table 3: Prediction results.

Closed data
MAE MRE R?
lyear| 3years| 1year| 3years| 1year| 3years
Ours 12.4 126 || 0.234 0.634 (| 0.999 0.980
Wo News 12.8 43.1|| 0.641| 1.580| 0.923| 0.947
Wo SP 24.8 72.3| 0.264 1.07| 0.929| 0.965
Wo IM 184 22.6| 0.239| 0.694| 0.929| 0.979
Open data
MAE MRE R?
1year| 3years| 1year]| 3years| 1year| 3years
Ours 16.7 702 || 0541 | 0.794 || 0988 | 0.952
Wo News || 30.3 76.3|| 0.770| 0.832] 0.928| 0.892
Wo SP 32.8 77.8| 0.862 1.27 | 0.819| 0.842
Wo IM 15.8 69.6| 0.556| 0.794 || 0.985| 0.944

Table 4: Comparative results.

Closed data
MAE MRE R?
lyear| 3years| 1year| 3years| 1lyear| 3years
Ours 12.4 126 || 0.234 0.634 || 0.999 0.980
Citations 19.2 355 0.244| 0620 | 0.937| 0.977
Open data
MAE MRE R?
lyear| 3years| 1year| 3years| 1year| 3years
Ours 16.7 702 || 0541 | 0.794 ] 0.988 [ 0.952

Citations || 34.0 167 || 0.556| 0.805| 0.972| 0.919

news classification by smoothing terms which do not REFERENCES
occur in the dictionary. We used Japanese newspaper

articles to extract positive news reports in the exper- Adams, J. (2005). Early citation counts correlate with ac-

iments, while the method is applicable to other tex- cumulated impactScientometrics63(3):567-581.

tual corpus. To evaluate the robustness of the meth-Bethard, S. and Jurafsky, D. (2010). Who should i cite?
ods, experimental evaluation by using other data such !earning literature search models fc_)rm citation behav-
as Nikkei technology can be explored in future. Fi- ior. In Proc. of 19th ACM International Conference

on Information and Knowledge Managemeptges
609-618.

Blei, D. M., Ng, A. Y., and Jordan, M. I. (2003). Latent
Dirichlet Allocation. Machine Learning3:993-1022.

Brin, S. and Page, L. (1998). The Anatomy of a Large-
scale Hypertextual Web Search Engine.Clomputer

nally, comparison to other related work which make
use of textual corpus (Joshi et al., 2010; Yagatama
et al., 2011) will also be considered in the future.
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