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Abstract: In order to help people to follow the new knowledge about healthy diet that comes rapidly each day with the

new published scientific reports, a grammar and dictionary based named-entity linking method is presented
that can be used for knowledge extraction of evidence-based dietary recommendations. The method consists
of two phases. The first one is a mix of entity detection and determination of a set of candidates for each
entity, and the second one is a candidate selection. We evaluate our method using a corpus from dietary
recommendations presented in one sentence provided by the World Health Organization and the U.S. National
Library of Medicine. The corpus consists of 50 dietary recommendations and 10 sentences that are not related
with dietary recommendations. For 47 out of 50 dietary recommendations the proposed method extract all the
useful knowledge, and for remaining 3 only the information for one entity is missing. Due to the 10 sentences
that are not dietary recommendation the method does not extract any entities, as expected.

1 INTRODUCTION

Food-based dietary guidelines (FBDGs) are simple
advices on healthy eating, aimed at the general public
(Vorster et al., 2001). They give an indication of what
a person (an individual member of the general pub-
lic) should be eating in terms of foods, and provide
a basic framework to apply when making healthy di-
etary choices and planning meals. The main goal of
FBDGs is to improve public health and well-being.

The European Food Safety Agency (EFSA)
(EFSA, 2016) is an example of the authority, which
provides dietary reference values (DRVs) as a com-
plete set of nutrient recommendations and quanti-
tative reference values for nutritional intakes, such
as population reference intakes, the average require-
ment, adequate intake level, and the lower thresh-
old intake. DRVs form a basis for establishing FB-
DGs, which translate nutritional recommendations
into messages about foods and diet.

Most countries have established their own national
DRVs and FBDGs that consider beside international
recommendations and guidelines also local conditions
and national/ethnical eating culture and habits, and
are reviewed and updated from time to time.
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As today the amount of information is massive
and is quickly increasing, computer-based tools for
systematic knowledge identification, extraction and
exploration are welcome to support human experts
in decision-making about appropriate nutritional care
for specific disease states or conditions in typical set-
tings.

In this paper we present a method that is a gram-
mar and dictionary based named-entity linking and
could be used for knowledge extraction of evidence-
based dietary recommendations. In Section II we re-
view the appropriate related work. Section III de-
scribes the problem in depth. Section IV describes the
proposed method in general. In section V the evalu-
ation and results of the method are presented, and in
Section VI we conclude the paper by discussing the
importance of this method and our plans for future
work.

2 RELATED WORK

Entity-linking is a natural language processing task
that is used for identifying text strings that refer
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to a particular item in some reference knowledge
base (Mihalcea and Csomai, 2007; Han et al., 2011;
Hachey et al., 2013; Blanco et al., 2015). Usually it
happens in three different phases. The first phase is
a entity detection in which the linker identifies which
parts of the text are likely to refer to an entity. In the
second phase candidates nodes for each entity are de-
termined. The third phase is a candidate selection in
which the true candidates for each entity are selected
from the set of its candidates.

3 PROBLEM DEFINITION

The problem we are interested is knowledge extrac-
tion of evidence based dietary recommendations that
are represented as a simple sentence. Having the in-
formation represented as text, we need to catch the in-
formation related to food, chemical components (nu-
trients), the quantity-unit pair that is recommended,
and also the life stage group for which those rec-
ommendations are given. The first question is how
to select the parts of the text (phrases) that will be
the candidates for some entity that we are interested.
For this we need to find a good way of tokenization,
such that each phrase can be a candidate for an en-
tity and a phrase must not contain information about
more entities. For example if we have the dietary rec-
ommendation “Some breakfast cereals contain 150 to
300 mg of sodium before milk is added”, we do not
like to obtain token as “150 to 300 mg of sodium”,
because in this case we will have information about
the quantity-unit pair and the chemical component in
the same phrase. For us a better choice is “150 to
300 mg” and “sodium” to be separate phrases. Then
we need to find good knowledge base to which each
phrase will be linked in order to find the set of can-
didates for each entity. The most important step is
to find the action from the recommendation (for ex-
ample, “contain”, “consist”, “should further reduce”,
among others) in order to know what we need to do
with the recommendation reported. The last phase is
to find how we can select and extract only the true
candidates for each entity from the set of its candi-
dates.

4 GRAMMAR AND DICTIONARY
BASED NAMED-ENTITY
LINKING

Our proposed method is a grammar and dictionary
based named-entity linking that can be used for

knowledge extraction of evidence-based dietary rec-
ommendations. It consists of two phases. The first
phase is a mix of entity detection and determination
of a set of candidates for each entity, while the second
phase is a candidate selection.

Let @ be a simple sentence that contains infor-
mation about dietary recommendation. We start by
introducing the word-level tokenization on ®. The
result is a n x 1 vector, Words, whose elements are
the words from ®, and # is the number of words ob-
tained after the tokenization. Then we continue with
POS (part-of-speech) tagging (A.Voutilainen, 2003;
Schmid, 1994; Tian and Lo, 2015) that is a process
of classifying words into their parts of speech or lex-
ical categories, such as nouns (NN), verbs (VB), ad-
verbs (RB), adjectives (JJ), among others, and infor-
mation about subtagging, such as verbs’ tenses, plu-
ral or singular noun, etc. The result is a nx 1 vec-
tor, POSTygs, Which is a collection of POS tags for
®. More details about the POS tags can be found in
the Penn Treebank Project (Santorini, 1990; Marcus
et al., 1993). After processing the sentence on word
level, we continue with chunking, which segments
and labels multitoken sequences called chunks that
can be noun phrase (NP), verbal phrase (VP), adjec-
tive phrase (ADJP), prepositional phrase (PP) among
others (Chowdhury, 2003). The resultis a n x 1 vec-
tor, Chunks, whose elements are chunk tokens tagged
in IOB format (Inside(I-), Outside(O), Beginning(B-
)). The B- prefix in a chunk token indicates that the
chunk token is a beginning of the chunk, the I- prefix
before a chunk token indicates that the chunk token is
inside the chunk, and the O tag indicates that a chunk
token belongs to no chunk.

The next step is to define a n X m matriX, Xchunks,
where m is the number of chunk tokens from the
Chunks vector that begin with the prefix B- or O. The
elements of the matrix Xcpunks are defined with the
Equation 1, so if the word belongs to the chunk we
have 1, and O otherwise.

1, if Wordsli] € Chunks|j]
0, otherwise

XChunks[ivj] = { ) (1)
wherei=1,..,nand j=1,..,m.

Let k be the number of entities we are interested
in. In order to define the set of candidates for each
entity, we try to link each chunk with the information
from additional dictionaries related to the domains of
the entities, Dictionaryl , 1 =1,..,k. These dictionar-
ies can be vocabularies, ontologies, or semantic anno-
tators. Then a n X k matrix, Xgities, 1S defined as

1, if Wordsli] € Dictionary'
0, otherwise '

XEntities [iv l] = { (2)
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After obtaining the matrices Xchunks and Xgngities»
a m X k matrix, Xcandidates, 1S defined as

T
XCandidates = XChunks 'XEntities~ (3)

The rows of the matrix Xcandidates cOrrespond to the
chunks and the columns are the dictionaries we in-
cluded as reference knowledge bases. For example if
the element Xcandidates[i, /] > 1 then the i-th chunk is a
candidate solution for the 1-th entity.

To further improve the quality of the so-
lution three additional chunkings are introduced.
In the first chunking, trigrams of successive
chunks (Chunk;,Chunk;.|,Chunk;,,) are analyzed
and merged into one new noun chunk if the trigram is
composed as (B— NP,B— PP,B— NP), expect in the
cases when the two noun chunks correspond to candi-
dates of different entities because merging them can
cause losing information about one entity described
by one of the noun chunks. In order not to lose this
information, in Table 1 a boolean function together
with the boolean variables A and B, that can be dif-
ferent entities in our case, is presented. Further, a
Karnaugh map presented in Figure 1, also known as
K-map (Nelson, 1955), is used to simplify boolean al-
gebra expression when this chunking needs to be per-
formed.

Table 1: The Boolean function for the first additional
chunking.
A B f
0O 0 1
0O 1 1
1 0 1
1 1 0
B
0 1
A
o |1
1 1 0

Figure 1: Karnaugh map of the Boolean function for the
first additional chunking.

The boolean algebra expression or the boolean
function when this chunking needs to be performed
is obtained in simplified form as a sum of minterms
as

f(A,B)=AVB. 4)

Because the number of entities can be greater than
2, k > 2, the boolean algebra expression obtained with
the Equation 4 needs to be defined for each variation
of the pair of entities. The number of such obtained
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functions is determined using the formula of the vari-
!

ations without repetition V,.,, = =ik where r is the
number of different elements, in our case the number
of different entities, k, and w is the size of variation
or how many elements need to be selected from the
set of r elements. In our case w is 2 because we are
working with pair of entities. Then all the obtained
functions are merged together with boolean AND con-
ditions into one expression. This boolean algebra ex-
pression defines wheather the first chunking needs to
be performed.

In the second additional chunking, trigrams of
successive chunks (Chunk;, Chunk;|,Chunk;,) are
analyzed and merged into one new noun chunk if the
trigram is composed as (B—NP,B—VP,B—NP) and
the first noun chunk has POS tag that is Wh-pronoun
(Santorini, 1990), such as who, what, which, etc.

In the third additional chunking, bigrams of suc-
cessive chunks (Chunk;,Chunk;y,) are merged into
one new noun chunk if the bigram is composed as
(B—NP,B— NP), and only one of the noun chunks is
labeled as entity of interest, or both of them have the
same label.

After performing the three additional chunkings,
the matrix Xchunks Needs to be recalculated because
the number of chunks is different from the number
obtained by the default chunking. At the end of the
first phase of the method, the matrix Xcangidates 15 T€-
calculated and their columns correspond to the sets of
candidates for each entity, respectively.

The next step of the named-entity linking is to se-
lect the true candidates from the set of candidates for
each entity. For this purpose, the sentence is repre-
sented as graph, in which each chunk is connected
only with its neighbours (the predecessor and the suc-
cessor chunk). Then the start or initial node of the
graph from where the search for all entities will start
needs to be selected. The initial node of the graph
is selected using a syntactic bracketing or tree parser
(Taylor et al., 2003).

Each sentence & is represented by the parser as a
tree having three children: a noun phrase (NP), a ver-
bal phrase (VP) and a full stop (.). In addition, Sub-
Jject, Predicate, and Object is the combination of three
words that form any sentence (Rusu et al., 2007). The
Subject is the person or a thing who or which carries
out the action of the verb. The Predicate in a sentence
is what tells about what a person or a thing does or
did, or what happened to a person or to a thing. The
Object is the person or a thing upon whom or upon
which the action of the verb is carried out.

The initial node of the graph is the predicate of the
sentence. The search for the predicate is performed
in VP. The initial node can be found in the follow-
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ing subtrees VB (verb, base form), VBD (verb, past
tense), VBG (verb, present participle or gerund), VBN
(verb, past participle), VBP (verb, present tense, not
3rd person singular), VBZ (verb, present tense, 3rd
person singular) and M D (verb, modal). Further, from
all candidates returned by searching for predicate, the
initial node is the verb chunk that is closest to the root
of the sentence (number of edges from the verb node
to the root node) and it is located in verbal phrase that
is closest to the root. The extracted predicate is stored
in an entity called Action.

After the selection of the Action entity, all other
entities of interest need to be selected. Because it
can happened that no candidate is subject in the sen-
tence, one additional entity called Group is added,
into which the noun chunks that perform the action
are stored. The Group entity is searched in the prede-
cessor chunks from the Action entity that is selected.
The searching starts from the Action entity and it goes
back to the beginning of the sentence. The result are
the successive noun chunks that can also be separated
by punctuation. In order to know on which side of
the Action entity the extracted entities are located and
to catch the relations between them, one of the labels
S, P, or O that indicate (Sub ject,Predicate,Ob ject)
is added to each extracted entity. The Action entity
has the label P because it is the predicate of the sen-
tence. All entities that are predecessor chunks of the
Action entity have label S or they are subjects in the
sentence. The entities that are successor chunks of the
Action entity have label O because they correspond to
the objects in the sentence.

Two scenarios of the candidate selection exist.

In the first one if the Action entity is not selected,
then all the candidate solutions from the Xcandidates
matrix are extracted.

In the second scenario, only one Action entity is
returned. Then for each entity using the set of its can-
didates, the candidate or the chunk that is closest to
the Action entity is selected, according to the number
of edges between the candidate and the Action entity
in the graph. If the set of candidates consists of more
candidates for the same entity, they are extracted if
they are on the same side from the Action entity as
the one extracted or they are on the other side from
the Action entity, but there is no additional V P verbal
phrase in this part of the sentence.

It is very important if the recommendation con-
sists of adverb phrases B — ADV P, after using the de-
fault chunking, one needs to split the sentence on that
place or places, and use the proposed method sepa-
rately on each part. Splitting the sentence on more
parts is useful to catch more information that can be
hidden if the sentence is not split.

In Algorithm 1 the pseudocode of the grammar
and dictionary based named-entity linking is given,
where the lines from 6 to 16 correspond to the first
phase, while the lines from 17 to 20 correspond to the
second phase of the method.

Algorithm 1: Grammar and dictionary based named-entity
linking.

1: Set the dietary recommendation, ®
2: Obtain the Chunks vector by introducing the de-
fault chunking on ®
3: Split ® on the position of each adverb chunk into
set ¥
: Set counter =1
: for each part in ¥ do
Set ®=Y[counter]
Obtain the Words vector by using the word-
level tokenization on @
8: Obtain the Chunks vector by introducing the
default chunking on ®

9: Obtain the Xchunks matrix using the Eq. 1

10: Obtain the Xgpities matrix using the Eq. 2

11: Obtain the Xcandidates Matrix using the Eq. 3

12: Perform the first additional chunking

13: Perform the second additional chunking

14: Perform the third additional chunking

15: Recalucalte the Xcpunks matrix using the Eq.
1

16: Recalculate the Xcandidates matrix using the
Eq. 3

17: Select the Action entity by searching the pred-
icate in the VP subtrees

18: Extract all entities of interest by using one of

the two scenarios of the candidate selection phase

19: Extract the Group entity

20: Add the labels for (Subject, Predicate, Ob-
ject) using S, P, O in order to catch the relations
between the extracted entities

21: counter = counter+1

22: end for

S EVALUATION AND RESULTS

We are interested in named-entity linking in the do-
main of dietary recommendations, so the entities (la-
bels) of interest are the Food entity, the Component
entity and the Quantity/Unit entity. In addition, the
Action entity and the Group entity are proposed by
the method.

At the beginning, the dictionaries that will be used
for each entity need to be defined.

For the Quantity/Unit entity, an ontology, called
Units of Measurements Ontology (UO) (Gkoutos
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et al., 2012), is used. From it, the units together with
their symbols are extracted. In addition, a list of units
of measurements that are used for recipes, such as ta-
blespoon, teaspoon, etc. are added.

For the Component entity, a combination of becas
API (Nunes et al., 2013) and becas[chemicals] API
(Campos et al., 2013) is used. becas[chemicals] is a
web application and API for recognition and annota-
tion of chemical compounds and drugs. It is a spe-
cial branch of becas API focused on the identifica-
tion of a large array of chemical substances. It uses
machine-learning techniques, with an optimized fea-
ture set including orthographic, morphological, natu-
ral language processing, domain knowledge, and lo-
cal context features.

For the Food entity a semantic tagger is used,
known as USAS online English semantic tagger (Wil-
son and Thomas, 1997; McEnery and Wilson, 2001;
Rayson et al., 2004), and the focus is on two cate-
gories. The first one is the category for terms related
to Food and Farming, F. From it, three subcategories
are used. The first one is the subcategory for terms
related to food and food preparation, Fi, the second is
for terms related to drinks and drinking, F, and the
third subcategory is for terms related to cigarettes and
drugs, F3. The second category is for terms related to
Life and Living things, L. From it two subcategories
are used. The first one is for terms related to living
creatures (e.g. non-human), L, and the second is for
terms related to plants and plant-life, L3.

5.1 Examples

In this section two examples are presented that illus-
trate how the proposed method works.

Let ®; be the dietary recommendation “People of
any age who are Afro Americans should further re-
duce sodium intake to 300 mg per day.”.

In Table 2 the first phase of the grammar and dic-
tionary based named-entity linking method for ®; is
presented. The Tokens column corresponds to the re-
sult of the word-level tokenization. The POS tags
column corresponds to the result of the POS tagging.
The Chunk tokens column corresponds to the result
of the default chunking, where each chunk token is
presented in /OB format and the beginning of each
new chunk is marked with *. The Food, Component
and Quantity/Unit columns correspond to the linking
of each word to the knowledge reference bases that in
our case are the USAS English semantic tagger, becas
API and becas[chemicals] API, and the combination
of the UO ontology and special recipe’s metrics, re-
spectively. In the column Chunk; tokens the result of
the first additional chunking is presented, where only
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the new chunks formed by this chunking are presented
in bold font. The new chunks formed by the second
additional chunking are presented in bold font in the
Chunky tokens column, and in the Chunks tokens col-
umn the result of the third additional chunking is pre-
sented and in this example nothing is changed by ap-
plying this chunking.

Then by using the Equation 3 the Xcandidates matrix
is calculated, where the rows correspond to the differ-
ent chunks and the columns correspond to the entities,
in our case Food, Componenet and Quantity/Unit.
The Xcandidates Matrix has 6 rows (different chunks)
and 3 columns. The Food column gives the set of the
candidates for the Food entity, which in our example
is an empty set because the dietary recommendation
does not consist of food entities. The Component col-
umn gives the set of candidates for the Component
entity, which in our case is a set with one element that
is “sodium intake” identified by the row or the chunk
that has nonzero element in the Component column.
The Quantity/Unit column gives the set of the can-
didates for the Quantiry/Unit entity, which in our ex-
ample is a set of one element that is “300 mg per day”.

After the first phase of the method, the recommen-
dation @ is represented as undirected graph, where
each chunk is connected only with its neighbours. In
Figure 2 the graph representation of the recommen-
dation &, is presented. Then the first step of the sec-
ond phase is to select the initial node of the graph or
the Action entity from where the search for all enti-
ties will start. To select the Action entity the parse

\
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\ /
—N =
‘\ | who are Afro Americans
/
( "\ should further reduce
( )
\ )
A
N -
( \  sodium intake
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\ /
( Nt
\ |
\ 4
\,,,/\ .
//,

\\ 300 mg per day
( )

)
\__

Figure 2: Graph representation of the recommendation ®;.
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Figure 3: Parse tree of ®;.
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Table 2: The first phase of the grammar and dictionary based named-entity linking method for ®;.

Tokens POS tags g)l;(:l:ll; Food Component Quantity/Unit Ct:ll(l;]ksl (E:)lll(l:rz(s2 (t:(l)lll::li(;
People NNS B-NP * 0 0 0 B-NP* B-NP* B-NP*
of IN B-PP * 0 0 0 I-NP I-NP I-NP
any DT B-NP * 0 0 0 I-NP I-NP I-NP
age NN I-NP 0 0 0 I-NP I-NP I-NP
who WP B-NP * 0 0 0 B-NP* B-NP* B-NP*
are VBP B-VP* 0 0 0 B-VP * I-NP I-NP
Afro 1 B-NP * 0 0 0 B-NP * I-NP I-NP
Americans NNP I-NP 0 0 0 I-NP I-NP I-NP
should MD B-VP* 0 0 0 B-VP* B-VP* B-VP*
further RBR I-VP 0 0 0 I-VP I-VP I-VP
reduce VB I-VP 0 0 0 I-VP I-VP I-VP
sodium NN B-NP * 0 1 0 B-NP* B-NP* B-NP*
intake NN I-NP 0 0 0 I-NP I-NP I-NP
to TO B-PP * 0 0 0 B-PP * B-PP * B-PP *
300 CD B-NP * 0 0 0 B-NP * B-NP* B-NP *
mg NN I-NP 0 0 1 I-NP I-NP I-NP
per IN B-PP * 0 0 0 I-NP I-NP I-NP
day NN B-NP * 0 0 0 I-NP I-NP I-NP

tree of the recommendation ®; is used. In Figure 3
we present the parse tree of the recommendation ®;.
From it, the result of searching for predicate in the
verbal phrases is the verb ”should” from the MD sub-
tree because it is closest to the root of the sentence.
Further, the chunk that consists of the verb returned,
“should further reduce”, is selected as Action entity.

The last step of the second phase is to select
all other important entities. By using the second
scenario (since the Action entity is returned), we
found one Component entity “sodium intake”, one
Quantity/Unit entity “300 mg per day” and for the
Group entity we obtained “People of any age”, and
“who are Afro Americans”’, while we did not find
Food entity that is logical, because there are no food
related terms in the recommendation. At the end,
the labels for the Subject, Predicate and Ob ject
are added, ("People of any age”, Si), (“who are
Afro Americans”, S;), (“should further reduce”, P),
(“sodium intake”, Oy), and (“300 mg per day”, Oy).
The index of the labels indicates from which part of
the sentence the entity is extracted. In this example is
1, because the recommendation does not contains any
adverb chunks, so it is not split at the beginning.

In the second example let ®, be the following di-
etary recommendation “The recommended intake for
total fiber for adults 50 years and younger is set at
38 g for men and 25 g for women, while for men and
women over 50 it is 30 g and 21 g per day, respec-
tively, due to decreased food consumption.”. The dif-
ference with the previous example is that this recom-

mendation consists of two adverb chunks, so it needs
to be split. If the recommendation is not split, than
the extracted entities are “The recommended intake
for adults”, and “50 years” as Group entities, “is set”
and “is” as Action entities, “decreased food consump-
tion” as Food entity, and “38 g for men”, and “25 g
for women” as Quantity/Unit entities, and the infor-
mation for men and women over 50 is still hidden and
it is not extracted.

In such case, the recommendation is split on the
position of each adverb chunk. In this recommenda-
tion, there are two adverb chunks, “while” and “re-
spectively”, so we split it in three parts, “The recom-
mended intake for total fiber for adults 50 years and
younger is set at 38 g for men and 25 g for women.”,
“For men and women over 50 it is 30 g and 21 g per
day.”, and “Due to decreased food consumption.”.

Then the proposed method is used on each part
of the recommendation obtained after splitting. For
the first part, the extracted entities are (“The recom-
mended intake for total fiber for adults”, S;), (“50
years”, S1), and (“younger”, S1) as Group entities,
(“is set”, Py) as Action entity, and (“38 g for men”,
01), and (“25 g for women”, O;) as Quantity/Unit
entities. By applying the method on the second part
of the recommendation, the extracted terms are (“For
men and women over 507, S), and (“it”, S») as Group
entities, (“is”, P») as Action entity, and (“30 g”, O,),
and (“21 g per day”, O,) as Quantity/Unit entities.
For the third part of the recommendation, only one
extracted term exists (“decreased food consumption”,
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Table 3: Knowledge extraction of 15 dietary recommendations.

R dation Group Action Food Component Quantity/Unit
Good sources of magnesium fruits or vegetables,
! are: fruits or vegetables, nuts, : are (Py) nuts, peas and beans (O1) Good sources }
! peas and beans, soy products, ! soy products (O1) of magnesium (S )
whole grains and milk. whole grains and milk (O})
The RDAs for Mg are 300 mg 30(\1/::]%;:2230‘;@
2. for young women and 350 mg - are (P)) - The RDAs for Mg (S1) 350 mg folr
for young men. .
young men (O})
Increase potassium by ordering salad (S1)
a salad, extra steamed or roasted extra steamed or
3. vegetables, bean-based dishes - - roasted vegetables (S) Increase potassium (S7) -
fruit cups, and low-fat milk fruit cups (S1)
instead of soda. law-fat milk (S})
4. gB";bc‘l?y““d protein about 10 Babies (5) need (P) protein (0;) 10 ¢ a day (0;)
1 teaspoon of table salt contains ) . table salt (Sy) 1 teaspoon (S})
5. 2300 mg of sodium. - contains (Py) sodium (0)) 2300 mg (0;)
Milk, cheese, yogurt and other good sources of
6 dairy products are good sources R are (P)) Milk, cheese, yogurt calcium and protein (O1) R
: of calcium and protein, plus many ! and other diary products (S7) many other vitamins
other vitamins and minerals. and minerals (O})
Breast milk provides sufficient 2 mg/day for the
7. zinc, 2 mg/day for the first 4-6 - provides (P} ) Breast milk (S7) sufficient zinc (O1) first 4-6 months
months of life. of life (0})
If you're trying to get more
8. omega-3, you might choose you (S1) might choose (P}) salmon, tuna, or eggs (O}) more omega-3 (S) -

salmon, tuna, or eggs enriched
with omega-3.

If you need to get more fiber,
9. look to beans, vegetables, nuts
and legumes.

more fiber (S}) look (Py)

beans, vegetables, nuts,
and legumes (O})

Eating foods high in vitamin C
10. and iron can reduce the absorption -
of ingested nickel.

can reduce (Py)

vitamin C and iron(S)
the absorption of -
ingested nickel (O1)

Eating foods (S1)

The body of a 76 kg man contains

about 12 kg of protein. contains (Py)

The body of a 76 kg
man (S7)
about 12 kg (O})

- protein (O})

Excellent sources of alpha-linolenic
12. acid, ALA, include flaxseeds -
and walnuts.

include (Py)

Excellent sources of alpha-
linolenic acid (S) -
ALA(S))

flaxseeds and walnuts (O})

The recommended
dietary intake
for total
finer for adults (S7)
50 years (S1)
younger (S1)
for men and

The recommended intake for total
fiber for adults 50 years and younger
is set at 38 g for men and 25 g for
13. women, while for men and women
over 50 it is 30 g and 21 g per day,
respectively, due to decreased food

is set (P)
is (P2)

38 g for men (Oy)
25 g for women (Oy)
30¢g(02)

21 g per day (02)

decreased food
consumption(S3)

consumption. women over 50 (S7)
it (5)
14. I’'m good at tennis. - - - B B
15. Your hat looks very nice. - - - - B

S3).

In this example the term “fiber” is not extracted as
Component entity, but this happens because “fiber”
is not annotated as chemical term using the becas
APL If it would be added into the dictionary for the
Component entity, then it will be annotated and ex-
tracted as Component entity.

5.2 Experiment

In order to evaluate the method, a collection of
50 dietary recommendations provided by the World
Health Organization and the U.S. National Library of
Medicine is analyzed. The collection of 50 dietary
recommendations can be requested from the authors
for future analysis. In addition, 10 sentences that are
not related with dietary recommendations are added.
By using the proposed method, for 47 out of
50 recommendations all the useful knowledge is ex-
tracted. For 2 out of 50 recommendations only the
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nutrient component is not extracted, which is “fiber”
because this term is not annotated as chemical term
using the becas API. However we have this informa-
tion in the Group entity. Also, for 1 of them the ”so-
das” is not extracted as Food entity because it is not
annotated using the USAS semantic tagger, but the
term is in the Group entity. Having these terms in the
Group entity is still a benefit because the information
about them is extracted and can be later modified by
the human experts.

By using the method for the 10 sentences that are
not dietary recommendations, only the Group entity
and the Action entity can be extracted because the
Xcandidates Matrix contains only zero elements, so we
do not continue with the extraction.

In Table 3 we present the results obtained for 15
randomly selected dietary recommendations.
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6 CONCLUSION

In this paper a grammar and dictionary based named-
entity linking method is presented that can be used for
knowledge extraction of evidence-based dietary rec-
ommendations. The method works with dietary rec-
ommendation presented in one sentence. It consists
of two phases. The first one is a mix between the en-
tity detection and determination of a set of candidates
for each entity, while the second phase is a candidate
selection. The focus is on food related entities, nu-
trient related entities, and quantity/unit entities. The
method is evaluated using dietary recommendations
provided by the World Health Organization and the
U.S. National Library of Medicine.

To the best of our knowledge, this is the first
named-entity linking method that is focused on en-
tities related with dietary recommendations. In the
absence of labeled data needed for the current state
of the art machine learning approaches, the benefit
of this method is that can easily extracted the entities
from unstructured data. In the future we are planning
to extend this method to work with text paragraphs
and to extract all possible entities of interest.

In addition we provide a named-entity linking
method that can be used also in other domains, by
using appropriate dictionaries for the entities in those
domains.
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