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Abstract: Mobile applications are a ubiquitous part of modern mobile devices. However the concentration of mobile application usage has been primarily studied only in the smartphone context and only at an aggregate level. In this work we examine the app usage concentration of a detailed multidevice panel of US users that includes smartphones, tablets, and personal computers. Thus we study app usage concentration at both an aggregate and individual device level and we compare the app usage concentration of different device types. We detail a variety of novel results. For example we show that the level of app usage concentration is not correlated between smartphones and tablets of the same user. Thus extrapolation between a user’s devices might be difficult. Overall, the study results emphasize the importance of a multidevice and multilevel approach.

1 INTRODUCTION

The rise of the smartphone has led to the mobile application (app) as a basic and ubiquitous part of mobile device usage. This ubiquity implies that understanding mobile app usage in general is important for the entire mobile ecosystem. Furthermore, the widespread use of smartphones in daily life suggests that mobile app usage is interesting to an array of broader fields (such as media theory). In light of this, mobile app usage has been studied by many researchers (Falaki et al., 2010; Böhmer et al., 2011; Xu et al., 2011; Soikkeli et al., 2013; Jung et al., 2014; Hintze et al., 2014).

Mobile app studies have often examined basic usage statistics such as mean app session length and transition probabilities between apps (Böhmer et al., 2011; Soikkeli et al., 2013). However despite the large volume of apps available from curated apps stores, relatively few studies have examined the concentration of usage across apps¹. Furthermore, studies that have examined app usage concentration have analyzed only aggregate level smartphone usage (typically because tablet or other device type usage is not available) (Jung et al., 2014).

¹Note that by the term concentration of usage we mean the concentration of the distribution of total time across mobile apps. Such concentration can be on an individual (time of an individual distributed among their apps) or aggregate level (total time of all individuals distributed among all apps)

Contrastingly, in this study we aim to provide a holistic view of mobile app usage concentration. Specifically, we examine the app usage concentration for a highly granular multidevice panel that includes smartphones, tablets, and personal computers (PC). Thus we can study and compare app usage concentration levels for different device types at both the aggregate (market) level and individual device level. In addition, because the panel contains users with multiple devices in the panel we can determine if measures such as the Theil index (a concentration measure) or the number of utilized apps are correlated between devices of the same user.

In summary, we enumerate the following novel contributions:

1. We show that, on an aggregate level, app usage is highly concentrated on all three device types (smartphone, tablet, and PC) but that significant differences in app usage concentration between the device types still exist. These differences result partly from differences in the types (categories) of apps typically utilized with each device type.
2. We show that, on the device level, there are large variations in app usage concentration within all device types. In other words characterizing the typical user’s app usage concentration is difficult.
3. We show that app usage concentration is not correlated in cases of smartphone and tablet, smartphone and PC, or tablet and PC of the same user.
Therefore, extrapolation of app usage concentration between devices of the same user might be difficult.

4. We show that the total number of utilized apps is significantly negatively correlated ($r = -0.304, p \leq 0.05$) between PCs and tablets of the same user, weakly positively correlated ($r = 0.146$) between tablets and smartphones of the same user, and not correlated ($r = -0.024$) between smartphones and PCs of the same user. We relate the significant negative correlation between PCs and tablets to device type substitution. Whereas a further exploration of smartphone and tablet app usage finds that only a relatively small fraction (~17%) of a user’s total mobile apps (union of apps on their smartphone and tablet) are actually utilized on both their smartphone and tablet.

Overall the concentration of app usage has theoretical and practical implications in several fields. For example, app usage concentration has been linked to media repertoire theory and more general concepts of media usage concentration (Jung et al., 2014). As an example in terms of entertainment apps, users do not access all of their entertainment apps randomly and for random lengths of time but rather respond to the problem of choice by creating a repertoire or subset of entertainment apps to utilize frequently. Then habit formation reinforces these choices over time leading to concentration.

Furthermore, beyond theory, app usage and usage concentration are important in the area of mobile advertising. For example, our research on app usage across devices of the same user could help in developing models of multidevice in-app advertisement exposure and in understanding the mobile advertising landscape more generally.

2 BACKGROUND

2.1 Concentration Measures

The concentration or dispersion of a resource (such as money, or in our case user time) can be characterized by a large number of different measures such as the Gini coefficient. These measures have primarily been utilized by economists to compare income and wealth inequality. In this work we utilize two distinct concentration measures: the Gini coefficient and the Theil index. We utilize the Gini coefficient because it is the most well known and widely reported measure. While we utilize the Theil index because it has stronger theoretical underpinnings in information theory. In addition the Theil index is more sensitive to large tail values than the Gini coefficient and thus is complementary (Cowell and Flachaire, 2007).

The Gini coefficient is based on the concept of the Lorenz curve, an empirical curve on the plot of the cumulative proportion of the population versus the cumulative proportion of a variable distributed among that population (such as income). The Gini coefficient is then the area between the Lorenz curve and the perfectly equal distribution curve (of 45 degrees) divided by the total area under the equal distribution curve. The Gini coefficient has a range of $[0, 1]$ indicating minimum and maximum concentration respectively.

The standard Gini coefficient formulation we utilize is shown in Equation 1 where $n$ is the total number of apps, $y_i$ is total usage time in seconds for app $i$, $i = 1, \ldots, n$ indicates the total app usage times $y_i$ as order statistics (in other words $y_1 \leq y_2 \leq y_3 \leq \cdots \leq y_n$), and $\bar{y}$ is the mean usage time for an app (Cowell and Flachaire, 2014).

$$G = \sum_{i=1}^{n} \left( \frac{2i - n - 1}{\bar{y} \cdot n(n-1)} \right) y_i$$

(1)

The Theil index is derived from information theory and represents the maximum theoretical entropy of data minus the actual data entropy (Theil, 1967). The Theil index formulation we utilize (known as the Theil-T redundancy) is detailed in Equation 2 where where $n$ is the total number of apps, $y_i$ is total usage time in seconds for app $i$, and $\bar{y}$ is the mean usage time for a single app. This formulation includes a normalization of $\frac{1}{\ln n}$ so that the Theil index is a relative rather than absolute inequality measure and comparisons between data with different numbers of groups (in our case apps) are feasible (Roberto, 2015). This normalized Theil index has a range of $[0, 1]$ indicating minimum and maximum concentration respectively.

$$T = \frac{1}{\ln n} \sum_{i=1}^{n} \left( \frac{y_i}{\bar{y}} \cdot \ln \frac{y_i}{\bar{y}} \right)$$

(2)

2.2 Aggregate and Device Levels, and Utilized Apps

We briefly define the aggregate level and device level of analysis.

In the aggregate level of analysis, we aggregate (sum) the total usage of each app over all devices of a given platform-device type combination. As an example, in the aggregate iOS tablet case each app value is the total usage of that app from all iOS tablets. We utilize platform-device type combinations instead of simply device types because app packages are platform specific and the same app typically has different
package names on iOS and Android. Thus instead of smartphone, tablet, and PC, we have Android smartphone, iOS smartphone, Android tablet, iOS tablet, and PC.

In the device level of analysis, we examine the app usage for only that individual given device. We can still group these individual devices based on platform-device type combinations but importantly each device will have, for example, a Gini coefficient based on that device’s app usage.

Finally, we note that all of our analysis looks at usage concentration of utilized apps. In other words, we do not include apps that are installed but not utilized at all in the one month observation period.

3 PANEL DATA

The main data are several subsets of a large user panel arranged by Verto Analytics\(^2\) in the United States in February 2015 (one month observation period). Panelists were recruited online and were surveyed through an initial recruitment survey to determine the devices they own. Panelists were then instructed to install custom monitoring apps to all of their applicable devices (specifically their smartphone, tablet, and/or PC). Only panelists that installed the monitoring apps to all their applicable devices were considered for the panel. The monitoring apps log events such as an app moving to the foreground or background of the display and HTTP network requests. All panelists were paid for participation. All provided user data was anonymized with no personally identifying information.

In terms of extracting subsets of data we utilize the notion of active panelists. We define a panelist as active with a given device if the length between their first usage of the month and last usage of the month for that device is at least 23 days. The number of active panelists for each platform-device type combination are detailed in Table 2. The number of active panelists with two device types in the panel (indicating that the user is active with both devices) are active panelists with two device types in the panel (inclusion is that PC apps can remain in focus for long periods without user activity and without the screen turning off. These long-lived sessions with significant inactivity skew the app usage distributions.

We have found that a significant proportion of all long-lived PC sessions are web browser sessions. Therefore we combine the app session data with the HTTP request data to determine when HTTP requests occur during each browser session. Then we are able to enforce a timeout such that we remove any periods in web browsing sessions that do not contain any HTTP requests for 10 minutes.

However, even this timeout does not find cases where there is no actual user activity but, for example,

4 APP SESSION DEFINITION

In order to study app usage we first need to define the concept of an application session in the context of our different device types.

In the case of smartphone and tablet, we define an app session as a time interval starting with an app moving to the foreground of the device and ending with the app moving out of the foreground (either replaced by a different app or screen off). This app session definition has been utilized in previous literature (Böhmer et al., 2011; Falaki et al., 2010; Soikkeli et al., 2013).

In the case of PC, we define an app session as a time interval starting with a window of an app gaining focus and ending with that app window losing focus. A problem with this simplistic PC app session definition is that PC apps can remain in focus for long periods without user activity and without the screen turning off. These long-lived sessions with significant inactivity skew the app usage distributions.

We note though that the device based monitoring collection method, as compared to normal surveys, is robust to false and fake answers, careless answers, or repeatedly giving the same answer.

\(^2\)http://vertoanalytics.com/
Table 1: Demographic Summaries for Active Smartphone Panelists and US Smartphone Users.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Active Smartphone Panelists</th>
<th>US Smartphone Users*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Age (Years)</td>
<td>37.08 (12.54)</td>
<td>41.30 (15.08)</td>
</tr>
<tr>
<td>Gender (% Male)</td>
<td>26.42</td>
<td>50.08</td>
</tr>
<tr>
<td>Education (% w/ Some College or Less)</td>
<td>62.18</td>
<td>53.04</td>
</tr>
<tr>
<td>Marital Status (% Married)</td>
<td>41.45</td>
<td>48.96</td>
</tr>
<tr>
<td>Household Income (% &lt;50K USD)</td>
<td>64.08</td>
<td>40.72</td>
</tr>
<tr>
<td>Mean Household Size</td>
<td>2.96 (1.51)</td>
<td>3.05 (1.61)</td>
</tr>
<tr>
<td>Mean Children in Household</td>
<td>0.91 (1.19)</td>
<td>0.74 (1.27)</td>
</tr>
<tr>
<td>Race (% White)</td>
<td>70.98</td>
<td>71.53</td>
</tr>
</tbody>
</table>

* US smartphone user demographic data is from Pew Research survey (June-July 2015, subpop with smartphone n=1327) (Pew Internet and American Life Project, 2015). The survey utilizes weighting to population parameters of census data to create nationally representative results (refer to (Pew Research Center, 2016)). We note that Verto Analytics also performs its own national surveys, we utilize the Pew Research survey only for brevity.

Table 2: Number of active panelists for different platform-device type combinations in panel.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Active Panelists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone (Android)</td>
<td>435</td>
</tr>
<tr>
<td>Smartphone (iOS)</td>
<td>127</td>
</tr>
<tr>
<td>Tablet (Android)</td>
<td>78</td>
</tr>
<tr>
<td>Tablet (iOS)</td>
<td>47</td>
</tr>
<tr>
<td>PC (Windows)</td>
<td>630</td>
</tr>
</tbody>
</table>

Table 3: Number of active panelists with both device types in panel.

<table>
<thead>
<tr>
<th>Device Types</th>
<th>Active Panelists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone/Tablet</td>
<td>77</td>
</tr>
<tr>
<td>Smartphone/PC</td>
<td>269</td>
</tr>
<tr>
<td>Tablet/PC</td>
<td>52</td>
</tr>
</tbody>
</table>

We then classify a signal as periodic if 50% or more of the total signal power is contained in the top 10% (in terms of power) of frequencies. We select this 50% level empirically through examination of the cumulative distribution function (CDF) of the fraction of power in the top 10% of frequencies of the PSDs. This CDF is illustrated in figure 1. Furthermore, we illustrate the PSDs of two example request sets (from the data): one periodic and one non-periodic in Figures 2 and 3 respectively.

![Figure 1: CDF for fraction of power in top 10% of frequencies from power spectral densities.](image)

We utilize this simple heuristic to detect signals that are primarily periodic. This detection objective contrasts with other methods that attempt to detect the existence of any statistically significant periodicity irregardless of whether that periodicity dominates the total power of the signal (as an example refer to (Vlachos et al., 2004)). In terms of the effects of both the timeout and periodicity detection, the mean session length of PC web browsing sessions is 15.1 min without timeout or periodicity detection, 9.58 min with only timeout, and 8.96 min with both timeout and periodicity detection.
5 RESULTS

We present the results of aggregate and individual level app usage and concentration and then of correlations of usage and concentration measures between devices of the same user.

5.1 App Usage and Concentration Statistics

5.1.1 Aggregate Level App Usage and Distribution Fitting

We first examine the aggregate normalized app usage for different platform-device type combinations. We illustrate these data through commonly used rank-frequency distributions in Figure 4. Note that the rank-frequency distribution is a transformation of the discrete CDF that simply emphasizes a different part of the data.

We find that most of the distributions are concave on a log-log scale with quickly decaying tails and similar shapes. However, the PC distribution is a clear outlier with a distinct shape and a large discontinuity after the first three apps. We find that these first three apps are all web browsers and that these browsers account for about 66% of total PC app usage. Thus we expect PC app usage to be very highly concentrated.

Interesting, the iOS distributions have much larger values at the very first rank and less overall ranks than Android distributions. We find that the large first rank is not a single app but instead a group of apps that could not be identified by the iOS monitoring app due to technical limitations. Furthermore, we find that this group of unidentifiable apps likely includes many infrequently utilized apps that would be seen at the tail of the distribution, thus the group also accounts for the fewer overall ranks. Hereafter, we remove this group from the iOS data.

In terms of theoretical distribution fits, the shape of the data suggests a heavy tail distribution. Therefore we fit several well known heavy tail distributions (log-normal, exponential\(^4\), stretched-exponential, power law, and truncated power law) to the data through maximum likelihood estimations (Alstott et al., 2014; Clauset et al., 2009). We utilize a two step process for model selection: we first select a best fit candidate via Akaike weights, we then perform Vuong likelihood ratio (LR) tests to ensure the statistical significance of the best fit (Vuong, 1989) compared to the other distributions.

We find that log-normal distributions provide the best fits for the two smartphone and two tablet data with both the highest Akaike weights and significantly \((p \leq 0.001)\) higher likelihoods than the other distributions. Whereas a stretched exponential distribution provides the best fit for the PC data according to the same criteria \((p \leq 0.001)\). The root mean squared error (RMSE) of these best fits in terms of predicting the CDF are all less than 2%. We detail the estimated best fit parameters and RMSE of CDFs in Table 4.

These log-normal and stretched exponential best fits clearly indicate that aggregate smartphone, tablet or PC app usage do not follow a power law over the entire data range. However we can find the head proportion (the proportion starting with the first rank) of each distribution that might follow a power law by finding the optimal cut-off rank in terms of power law fitting (Alstott et al., 2014). We find that for the five distributions the cut-offs range from the 99th to 586th app rank and that even for the distribution with the largest cut-off (iOS smartphone), the power law would only cover 41% of the total ranks.

\(^4\)The exponential distribution is by definition not heavy tailed but we included it for comprehensiveness.
Table 4: Parameter estimates and CDF error for aggregate app usage distribution fitting.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Best Fit Distribution</th>
<th>Parameter Estimates</th>
<th>RMSE of CDF (°%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone (Android)</td>
<td>Log-Normal</td>
<td>μ = 6.624 σ = 2.703</td>
<td>1.94</td>
</tr>
<tr>
<td>Smartphone (iOS)</td>
<td>Log-Normal</td>
<td>μ = 6.392 σ = 2.512</td>
<td>1.71</td>
</tr>
<tr>
<td>Tablet (Android)</td>
<td>Log-Normal</td>
<td>μ = 7.092 σ = 2.832</td>
<td>1.82</td>
</tr>
<tr>
<td>Tablet (iOS)</td>
<td>Log-Normal</td>
<td>μ = 6.381 σ = 2.481</td>
<td>1.41</td>
</tr>
<tr>
<td>PC (Windows)</td>
<td>Stretched Exponential</td>
<td>λ = 0.002 β = 0.173</td>
<td>1.78</td>
</tr>
</tbody>
</table>

* Root mean squared error between empirical and predicted cumulative distribution functions.

5.1.2 Device Level App Usage and Distribution Fitting

Next, we examine the device level app usage data. For space considerations we limit our analysis and discussion to Android smartphones and PCs as we find the other platform-device type combinations are similar, in terms of fitting, to Android smartphones. We perform distribution fitting on the app usage data of each Android smartphone and PC device with a similar method to Section 5.1.1.

For Android smartphones, we find that 78% of devices are best fit by log-normal and 22% are best fit by stretched exponential according to Akaike weights. Interestingly though not all of these best fit candidates are statistically significant according to the LR tests. For example, we find that only 20% of devices are significantly (p ≤ 0.05) best fit by log-normal. However overall, we find that 99% of devices are plausibly best fit by log-normal (in other words either log-normal is the significantly (p ≤ 0.05) best fit or no other distribution is a significantly (p ≤ 0.05) better fit).

We find that the average RMSE of these plausible best fits in terms of predicting the CDF is 4%. Thus the app usage of many smartphones can be accurately fit through a simple log-normal distribution. We illustrate the CDF of the app usage of an example Android smartphone along with a log-normal best fit in Figure 5.

For PCs, we find more variation in best fits with no single distribution covering a plurality of the devices according to Akaike weights. This variation is likely due to the relatively few apps and the dominance of the web browser app on each PC.

5.1.3 Aggregate Level Concentration Statistics

We calculate the Gini coefficient and Theil index for...
We make note of two important issues regarding the comparison of concentration measures. First, in the comparisons between two platform-device type combinations (for example Android smartphone and Android tablets) we do not account for users with a device in each of the groups. In other words, the two groups are not completely independent. However as we will show in Section 5.2 there is almost no correlation of Theil indexes between devices of the same user. Therefore we ignore this dependence. Second, percentile-t bootstrap CIs of inequality measures of heavy tailed data can be suspect depending on the heaviness of the tail (Cowell and Flachaire, 2014). However they still provide significant improvements over pure asymptotic CIs, therefore we proceed with caution.

In general terms, we first note that all device types have relatively high app usage concentration as shown by, for example, the Gini coefficients and as illustrated in the rank-frequency distributions. Previously, Jung et al. (2014) found that aggregate Android smartphone app usage from a panel in Korea had a Gini coefficient of 0.74. Thus our Android smartphone Gini coefficient of 0.96 suggests even higher concentration. The difference might result from different panel time-frames or panelist cultural differences. Specifically the panel of Jung et al. (2014) was a panel from Korea in November 2011 compared with our panel from the United States in February 2015.

In terms of comparison between device types, we find that Android and iOS smartphones have significantly higher app usage concentrations than Android and iOS tablets respectively (note the non-overlapping CIs indicate at least \( p \leq 0.05 \)). These differences can be partly explained through differences in the primary types (categories) of apps utilized with each device type. To illustrate this phenomenon we first calculate the aggregate normalized usage times and Theil indexes for each app category for both Android smartphone and tablets. We then plot these pairs as a scatterplot for the two device types in Figure 6.

As illustrated, we find that a larger fraction of smartphone usage is from higher Theil index categories (like Social Networking) compared to tablets. Similarly a larger fraction of tablet usage is from lower Theil index categories (like Games and Kids). Interestingly some categories (such as Uncategorized) have both substantially different Theil indexes and normalized usage between device types. These results potentially indicate both inter and intra-category components to the differences between aggregate smartphone and tablet concentration.

In terms of theory, the higher usage concentration of social networking (communication) apps compared to other categories such as games has also been documented by Jung et al. (2014). They suggest that the difference is related to network effects wherein the value of a communication service is proportional to the number of users utilizing the service. Our analysis supports this supposition by illustrating that the difference also exists on tablet devices and thus is not device type specific.

In terms of platform differences, concentration of iOS (smartphone and tablet) usage is not significantly different compared to concentration of Android (smartphone and tablet) usage.

Finally, the significantly \( (p \leq 0.05) \) higher concentration of PC app usage than any other device type is, as mentioned, due to the web browser as the dominant app.

### 5.1.4 Device Level Concentration Statistics

In terms of the device level concentration, we calculate the Gini coefficient and Theil index for the app usage data of each individual device. To illustrate device level diversity, we plot the CDFs of individual Theil indexes for each platform-device type combination in Figure 7. The figure indicates significant diversity in terms of individual usage concentration for all device types.
Table 5: Gini coefficients and Theil indexes (including confidence intervals\(^a\)) for aggregate data.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Gini Coefficient</th>
<th>Theil Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone (Android)</td>
<td>0.962 [0.961, 0.968]</td>
<td>0.436 [0.433, 0.457]</td>
</tr>
<tr>
<td>Smartphone (iOS)</td>
<td>0.939 [0.935, 0.952]</td>
<td>0.425 [0.405, 0.462]</td>
</tr>
<tr>
<td>Tablet (Android)</td>
<td>0.920 [0.908, 0.935]</td>
<td>0.365 [0.333, 0.385]</td>
</tr>
<tr>
<td>Tablet (iOS)</td>
<td>0.904 [0.883, 0.930]</td>
<td>0.380 [0.329, 0.436]</td>
</tr>
<tr>
<td>PC (Windows)</td>
<td>0.976 [0.976, 0.981]</td>
<td>0.601 [0.595, 0.625]</td>
</tr>
</tbody>
</table>

\(^a\) 95% confidence intervals based on percentile-t bootstrap method.

Figure 6: Scatterplot of Normalized app usage vs. Theil indexes for app categories by device type (Android).

Figure 7: CDFs for device level Theil indexes for each platform-device type combination.

Next, we compare the typical individual concentration between device types. We calculate the median (with 95% CI) Gini coefficient and Theil index for each combination and detail these medians and CIs in Table 6.

Interestingly, we find that the median Theil index of Android tablets is significantly \((p \leq 0.05)\) larger than that of Android smartphones. This contrasts with our aggregate level analysis which found the opposite phenomenon. Similarly, the platform comparison between Android and iOS smartphones also contrasts with the aggregate level analysis. These differences underscore the importance of analysis at both the aggregate and individual level.

Though in terms of PCs we find unsurprisingly that the median Theil index of PC is significantly higher than all other device types. This in line with the aggregate level analysis.
Table 6: Median Gini coefficients and Theil indexes (including confidence intervals a) for device level data.

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Median Gini Coefficient</th>
<th>Median Theil Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone (Android)</td>
<td>0.856 [0.850, 0.861]</td>
<td>0.415 [0.405, 0.423]</td>
</tr>
<tr>
<td>Smartphone (iOS)</td>
<td>0.807 [0.787, 0.818]</td>
<td>0.363 [0.322, 0.393]</td>
</tr>
<tr>
<td>Tablet (Android)</td>
<td>0.888 [0.857, 0.895]</td>
<td>0.507 [0.450, 0.551]</td>
</tr>
<tr>
<td>Tablet (iOS)</td>
<td>0.813 [0.789, 0.839]</td>
<td>0.417 [0.348, 0.468]</td>
</tr>
<tr>
<td>PC (Windows)</td>
<td>0.929 [0.923, 0.935]</td>
<td>0.651 [0.638, 0.669]</td>
</tr>
</tbody>
</table>

5.2 Correlation of App Usage Measures between a User’s Devices

Finally, we can also compare measures of app usage for different devices of the same user. In this way we can determine if app usage measures are correlated across devices of the same user.

We examine two distinct measures: the Theil index and the total number of utilized apps. Furthermore, for each measure we compare three different device type combinations: smartphone and tablet (smartphone/tablet), smartphone and PC (smartphone/PC), and tablet and PC (tablet/PC). For each statistic-device type combination (for example smartphone/PC Theil index) we calculate the Pearson correlation coefficient and the significance level of the coefficient according to the related student’s t-test. Table 7 details these coefficients and significance levels.

In terms of Theil index, we find that all combinations are not significant and near zero. Thus extrapolation of app usage concentration from a single device to other devices of the same user might be difficult. The likely reason for the low correlation between the mobile devices and PC is again related to web browsers as the dominant platform for apps on PCs. Hence future work might try to include browser based apps.

In terms of the total number of utilized apps, we find that the smartphone/tablet correlation is positive but not significant, the tablet/PC correlation is negative and significant ($p \leq 0.05$), and the smartphone/PC correlation is not significant and near zero.

The significant negative correlation of tablet/PC might relate to device substitution between tablets and PCs. In other words, users might perform tasks on their tablets that they would otherwise perform on their PCs. Therefore the more apps utilized on the tablet, the less apps utilized on the PC. In general, tablets and PCs are more often seen as substitutes rather than smartphones and PCs because both tablets and PCs are typically larger and less mobile (Xu et al., 2015). To further support this theory, we calculate the correlation between the total usage times (sum of all app sessions) of tablet/PC. We also find a significant ($p \leq 0.05$) correlation of $-0.242$.

Similarly, the weak and non-significant correlation of smartphone/tablet might relate to device complementation. In other words, users primarily perform different types of tasks on smartphones and tablets. Thus the number of utilized apps on smartphone and tablet should be uncorrelated. Interestingly, we can better understand app usage across smartphones and tablets by examining the similarity between the smartphone app set and tablet app set of the same user. Thus if smartphones and tablets are primarily complimentary then the similarity should be relatively small.

For such an examination we need a measure to define the similarity between the two app sets. We utilize the well known Jaccard similarity coefficient which is simply the cardinality of the intersection of two sets divided by the cardinality of the union of those sets as detailed for sets A and B in Equation 3.

$$J(A, B) = \frac{|A \cap B|}{|A \cup B|} \quad (3)$$

We calculate the Jaccard similarity between the sets of apps for each user with a smartphone and tablet that share the same platform.

We can then examine the distribution of the Jaccard similarities of the 57 applicable users. We illustrate the distribution as a CDF plot in Figure 8. We include the distribution of a random matching (permutation) of the app sets in the plot for reference. We find users are quite evenly dispersed with similarities between 5% and 25% but that no user has a similarity larger than 25%. In other words no user uses more than 25% of their total (utilized) smartphone and tablet apps on both smartphone and tablet. This supports our hypothesis of smartphone/tablet complementarity.

Finally, we can also test if the calculated user similarities would be expected simply based on the overall

---

a 95% confidence intervals based on binomial method.

---

6Again we note that application package names are platform specific hence we cannot analyze users with smartphones and tablets with different platforms.
Table 7: Pearson correlation coefficients (including significance levels\(^a\)) for Thiel indexes and total number of utilized apps for different device type combinations.

<table>
<thead>
<tr>
<th>Device Type Combination</th>
<th>Correlation (Theil Index)</th>
<th>Correlation (Number of Apps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smartphone/Tablet (n=77)</td>
<td>0.054</td>
<td>0.146</td>
</tr>
<tr>
<td>Smartphone/PC (n=269)</td>
<td>0.022</td>
<td>-0.024</td>
</tr>
</tbody>
</table>
| Tablet/PC (n=52)             | 0.042                     | -0.305*                     

\(^a\) * : 5%, ** : 1%, *** : 0.1%

popularity of each app. In other words, is there any statistically significant similarity between the user’s smartphone and tablet app sets?

For this test we utilize the median similarity as the test measure for a permutation test. For the 57 users this median similarity is 0.169. Specifically we permute the smartphone and tablet app sets such that the links between app sets of the same user are broken. We then recalculate the median similarity over the 57 random matchings of smartphone and tablet app sets. We repeat this entire permuting and recalculation process for 100000 iterations to get a distribution of median similarities. We then find the percentile values corresponding to difference significance levels.

The permutation test gives a 99.99% percentile similarity of 0.104, thus suggesting that the empirical similarity of 0.169 is highly significant (\(p \leq 0.0001\)). Thus we do find a statistically significant similarity, even though the maximum similarity of users is relatively low.

Figure 8: CDF of users Jaccard similarities between their smartphone and tablet app sets and CDF for a random matching of smartphone and tablet app sets.

7 DISCUSSION

In terms of applications, as mentioned, our research has implications for understanding and modeling the landscape of mobile advertising. For example, from the ad demand side, our research suggests that total app ad inventory and the concentration of that inventory between certain apps depends strongly on app category and device type. Whereas, similarly from the ad supply side, our research suggests that apps in certain categories and device types might have more collective bargaining power (against large ad exchanges due to this concentration) than apps in other categories and device types.

Furthermore such usage concentration research will become more important as the mobile ad market (specifically display ads) potentially shifts from an impression (how many views) to impression time (how many views and how long is each view) based business model (see Rula et al. (2015) for further explanation). This shift seems like a possibility given the impact of impression time on ad recognition and recall (Goldstein et al., 2011).

8 RELATED WORK

The related work can divided into previous studies that have examined smartphone application usage and previous studies that have included multiple device types.

\(^7\)We note that not all apps utilize ads but that mobile ads have become the dominant mobile app monetization strategy.
8.1 Mobile Application Studies

Böhmer et al. (2011) performed one of the first large-scale study on mobile app usage with a panel of Android smartphone users. They utilized a similar concept of app sessions defined by foregrounding and backgrounding of apps. However they did not look at the app usage concentration as their focus was on sequential and temporal app patterns. Similarly Soikke et al. (2013) analyzed smartphone app usage from a panel of Finnish smartphone users. They detailed app usage statistics for several very popular apps but again do not look at usage concentration among apps.

Falaki et al. (2010) analyzed smartphone app usage with two panels of users: one Windows Phone and one Android based. They do illustrate and model device-level app usage and find that exponential distributions fit most device app usage data well.

Closest to our work, Jung et al. (2014) examined the aggregate app usage for a panel of Korean Android smartphone users. They found highly concentrated usage though with lower Gini coefficient than the coefficient for our smartphone data. They also found differences in usage concentration between app categories. However, they only examined aggregate level app usage and did not examine device level app usage. Furthermore, they did not examine app usage concentration across multiple device types.

8.2 Multidevice Studies

Montanez et al. (2014) and Wang et al. (2013) examined multidevice usage but often only from the perspective of a single app (search) as the data was collected from Microsoft’s search service (Bing).

Hintze et al. (2014) analyzed both smartphone and tablet usage from the large Device Analyzer dataset. Device Analyzer is a dataset based on a popular Android device monitoring app from Cambridge University (Wagner et al., 2014). The dataset contains both smartphone and tablet devices however correlating usage of smartphone and tablet devices to a single user is not possible thus comparing app usage between devices with the same user is infeasible. Furthermore individual app names are not available therefore app-specific insights are difficult to extract.

Finally, Google (2012) and Microsoft (2013) studied multidevice usage through combinations of surveys, user diaries, and device meters but did not study multidevice app usage concentration.

9 CONCLUSIONS

In this work we have analyzed app usage with a focus on usage concentration in a multidevice context including smartphones, tablets, and personal computers. Furthermore, we analyze usage concentration on both an aggregate (market) level and individual device level. Thus we provide a thorough view of app usage concentration.

We highlight a few key takeaways from our analysis. Overall, we show that, on an aggregate level, app usage concentration will vary significantly by device type and thus future work, for example in modeling, should take these differences into account to gain a holistic view. Whereas, on an individual level, we find significant diversity in app usage concentration even for users with the same device type, therefore characterizing a typical user is difficult. Finally, we show that several app usage measures are not strongly correlated between devices of the same user, thus emphasizing the need to capture all of users devices rather than simply extrapolating from a single device. In other words, a multidevice approach is warranted.
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