Parallel Real Time Seizure Detection in Large EEG Data
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Abstract: Electroencephalography (EEG) is one of the main techniques for detecting and diagnosing epileptic seizures. Due to the large size of EEG data in long term clinical monitoring and the complex nature of epileptic seizures, seizure detection is both data-intensive and compute-intensive. Analysing EEG data for detecting seizures in real time has many applications, e.g., in automatic seizure detection or in allowing a timely alarm signal to be presented to the patient. In real time seizure detection, seizures have to be detected with negligible delay, thus requiring lightweight algorithms. MapReduce and its variations have been effectively used for data analysis in large dataset problems on general-purpose machines. In this study, we propose a parallel lightweight algorithm for epileptic seizure detection using Spark Streaming. Our algorithm not only classifies seizures in real time, it also learns an epileptic threshold in real time. We furthermore present “top-k amplitude measure” as a feature for classifying seizures in the EEG, that additionally assists in reducing data size. In a benchmark experiment we show that our algorithm can detect seizures in real time with low latency, while maintaining a good seizure detection rate. In short, our algorithm provides new possibilities in using private cloud infrastructures for real time epileptic seizure detection in EEG data.

1 INTRODUCTION

We are currently seeing a surge of data produced both by businesses and the scientific community due to the relentless growth in information technology and instrumentation, coined “BigData”. Much of this data needs to be processed and analysed at the same rate as it is produced, i.e., in an online analysis setting. Examples of applications that need real time predictive data analysis are forex trading, web traffic monitoring, network data processing, and sensor-based monitoring. The three main characteristics of BigData are volume, variety and velocity (Zikopoulos and Eaton, 2011). Due to the variety and velocity of BigData, analysis in real time comes with challenges that are not taken care of by customary methods (Bifet, 2013). These challenges include the huge sizes of data that do not fit in memory and the time required for an online processing model (integrating newly produced data to the predictive model with negligible delay is a challenge) (Bifet, 2013).

Various parallel programming models and frameworks are available to solve such complex and large size problems, such as MPI (Gropp and Skjellum, 1999), OpenMP (Dagum and Enon., 1998) and MapReduce (Dean and Ghemawat, 2008). MPI is an open source message passing programming library for parallel and distributed systems. OpenMP was introduced to make use of shared memory for parallel processing with the arrival of the multicore era. Although BigData problems can be solved with MPI and OpenMP, it requires extra effort from scientists who are experts in their domains but lack the necessary programming skills to be able to use such initiatives. Furthermore, high throughput and fault-tolerance are key requirements for real time applications with massive datasets, which are not readily available with MPI and OpenMP.

MapReduce (Dean and Ghemawat, 2008) is a parallel programming framework for commodity machines that was introduced by Google in 2005. MapReduce is a high-throughput programming model that comes with built-in fault tolerance, data-distribution and load balancing, thus making easier to implement parallel applications. Previous studies (Kang and Lee, 2014; Ekanayake and Fox, 2008) have shown that MapReduce scales well when the size of data is large and the computations are relatively simple. The past decade has seen different variations of MapReduce or similar frameworks, the most famous one being Hadoop MapReduce (HMR) (Hadoop, 2009). Apache Spark (Za-
haria, 2010) is one of the emerging frameworks for cluster computing, which make use of commodity systems for big data analytics. Spark is an in-memory distributed processing framework that can be up to 100 times faster than HMR. It has an efficient fault tolerance approach based on “lineage”, which saves I/O. More details about “lineage” are given in Section IV. Furthermore, Spark has a much richer API than conventional HMR, and includes many functions other than just Map and Reduce. This richer API makes Spark a general-purpose parallel programming framework, thus suitable for scientific use, such as in neuroscience.

In this paper, we focus on real time processing of neuroimaging data. Epileptic patients are normally monitored in the neurophysiological clinics using EEG, a non-invasive, multichannel technology for recording the brain’s activity. The scalp EEG recordings used in the clinics are capable of producing data at a sampling rate of about 2kHz. Furthermore, especially in experimental studies, the number of channels used has increased from tens to hundreds (Riedner, 2007; Ferrarelli, 2010). To get an idea of the amount of data, a continuous EEG monitoring of a patient at 256 Hz with 24 channels will approximately generate 1GB data per day. With higher sampling rate and increased number of channels, data size can increase, e.g., 500GB per day (Wulsin, 2011). All these characteristics make the processing of EEG a compute-intensive and data-intensive task.

EEG is one of the techniques that is used for detecting and diagnosing epileptic seizures (Smith, 2005). Real time automatic seizure detection can be beneficial in many scenarios. For instance, it is labor-intensive to manually monitor continuous EEG of epileptic patients to observe abnormalities. Real-time detection of the onset of epileptic seizures can also provide timely alarms to the patient. It has been previously (Kramer, 2011) shown that automatic seizure detection in combination with alarm signal can be used to alert a patient or a caretaker regarding the seizure. In these scenarios data has to be analyzed online, and in real-time. In other words, decisions have to be made, and results provided with negligible delay. These big data size and real time requirements make EEG data a good candidate for the real time distributed streaming framework.

Studies of processing EEG data using MapReduce or other cloud based programming models have been scarce. Though previous studies (Wang, 2012; Dutta, 2011) show commendable results, they were used for general processing and storage of EEG, and not for seizure detection. Furthermore, in most of the studies, EEG data was processed as a batch in an offline setting. More on related work in Section II.

In this paper, we present a lightweight algorithm for real time seizure detection in EEG data using Spark streaming (Zaharia, 2012a), a component of Spark for parallel processing of streaming data. Using this algorithm we classified the epileptic EEG from normal EEG of the same patient in real time. Our algorithm not only classified seizures in real time, it also learned the threshold in real time. We also introduced a new feature “top-k amplitude measure”
for classifying seizures from non-seizure EEG data, which helps with the size reduction of data. Our work shows that EEG can be processed and analyzed as streams in real time using big data analytics technologies, opening up a new way to process EEG data on huge cloud computing infrastructures. To the best of our knowledge, this paper is the first attempt to process EEG as parallel streams for seizure detection in such an environment.

The rest of the paper is organized as follows: In Section II, we discuss related work. In Section III, we describe the working of EEG and give details about seizure characteristics. In Section IV, we introduce Spark streaming. In Section V, we discuss feature selection, seizure detection algorithm and implementation. In Section VI, we discuss the performance of our implementation and in Section VII, we give a conclusion and future work.

2 RELATED WORK

Although we have not found any studies for seizure detection in EEG data using Spark or MapReduce, there are some studies that use MapReduce for processing and storage of EEG data. In study (Wang, 2012), the authors implement a parallel version of Ensemble Empirical Mode Decomposition (EEMD) algorithm using MapReduce. They advocate that although EEMD is an innovative technique for processing neural signals, it is highly compute intensive and data-intensive. The results show that parallel EEMD performs significantly better than the normal EEMD and also verifies the scalability of Hadoop MapReduce.

Another study (Dutta, 2011) uses Hadoop and HBase based distributed storage for large scale Multi-dimensional EEG. They benchmark their study on Yahoo! Cloud Serving Benchmark (YCSB) and check the latency and throughput performance characteristics of Hadoop and HBase. Their results suggest that these technologies are promising in terms of latency and throughput. However, at the time of their study, they found that Hadoop and HBase were not mature enough in terms of stability.

3 SCALP EEG AND EPILEPTIC SEIZURES

EEG measures the electrical activity of the brain through multiple electrodes attached to the scalp. Electrical currents are recorded as multi-channel time series, often in the range of 128 to 2,000 samples per second per channel. The electrical current produced by a single neuron is too small to be recorded by EEG (Nunez and Srinivasan, 2006). Instead, EEG records the activity of many simultaneously active neurons. Each EEG channel is typically calculated by taking the difference between recordings of one or two reference electrodes.

When a seizure occurs, it can be measured as high amplitude EEG activity. A typical EEG with seizure is shown in Figure 1. In the figure, we see a change in the rhythmic activity of FP1-F7, FP1-F3, FP2-F4 and FP2-F8 with the onset of an epileptic seizure and then continue as seen in the red rectangle. Not all activity measured by EEG is of cortical origin either. EEG activity might be contaminated by electrical activity from other parts of the body (e.g., the heart), from instrument noise or from environmental interference. For instance, Figure 2 shows a normal EEG with facial muscle artifact and should not be confused with seizure activity.

There are some main characteristics that can be considered in seizure detection (Qu and Gotman, 1997; Shoeb, 2004). First, a large variability of seizure activity exists among individuals. Second, seizure activity within an individual shows similarities between different occurrences of seizures. On the basis of these very general characteristics, patient-specific seizure detection algorithms have been developed previously (Qu and Gotman, 1997; Shoeb and Guttag, 2010). Our algorithm follows the same principles and seizure activity of each individual is learned in real time.

4 SPARK STREAMING

Spark streaming (Zaharia, 2012a) is part of Apache Spark big data analytics stack for developing real
time applications. One key issue with traditional distributed stream processing systems was inefficient fault tolerance. These systems either used replication or upstream backup for providing fault tolerance. In replication, two copies of each node exist whereas in upstream backup, nodes keep messages in a buffer and later send these messages to a new copy of the failed node. Both approaches are unproductive (Zaharia, 2012a) in large cloud infrastructures: replication needs twice the amount of hardware, whereas upstream backup is slow because the whole system waits for the new node to rebuild the state of the failed node. Traditional distributed stream processing also had issues of inconsistency and unavailability of any approach for unifying stream processing with batch processing. Another important challenge was to make a low latency model for such systems. To overcome these issues, Spark introduced a new programming model of discretized streams (D-Streams).

The idea of D-Streams (Zaharia, 2012a) is to consider streaming computation as a sequence of deterministic batch computations on small time intervals. During the time interval, the input for each interval is stored across the cluster. After the completion of time interval, parallel operations like map, reduce and groupby are performed on input datasets to produce intermediate or output representations. As the earlier batch gets processed, the next batch comes in and the same operations are performed on new data and the process goes on. Resilient distributed datasets (RDDs) (Zaharia, 2012b) are used to store these datasets on a cluster. RDDs are parallel fault tolerant distributed data structures that allow us to store intermediate results in memory, efficiently partition the datasets for better data placement and transforming them using multiple operations. The ability of RDDs to regenerate themselves from lineage allows D-Streams not to use the conventional way of fault tolerance, i.e., replication. An example of a lineage graph of RDDs is shown in Figure 3.

Spark Streaming (Zaharia, 2012a) lets users seamlessly blend streaming, batch and interactive queries, thus immediately solves the issues regarding consistency and unification of streams with batch processing. D-streams also allowed to use similar fault tolerance strategy to batch systems at low cost. We also required low latency in our study to provide results in real time and fault tolerance to prevent loss of any data during large EEG analysis.

5 PARALLEL SEIZURE DETECTION IMPLEMENTATION

The aim is to process EEG data and perform a binary classification of seizure and non-seizures in real time. For real time seizure detection, we built a classifier that both learns and classifies in real time. The subsections give details about our architecture, feature selection, algorithm workflow and implementation.

5.1 Tools and Architecture

In this study, we used an OpenStack (Sefraoui and Eleuldj, 2012) based private cloud infrastructure. OpenStack is an open source platform for managing all of the resources in a cloud environment i.e., computes, storage and networking. Using the OpenStack dashboard, one can easily do things like launch virtual machines (VMs), attach storage volumes, block storage and object storage etc.

The architecture of our application is given in Figure 4. On top of our private cluster, we used Apache Kafka for data transfer to our Spark cluster in real time. Apache Kafka (Kreps and Rao, 2011) is a partitioned, replicated and distributed message log pro-
cessing system. Our EEG data is available in CSV files. Kafka producers publish EEG data as messages to Kafka cluster, which keeps these messages. Spark acts as a Kafka consumer and receives these data messages from Kafka cluster as data streams. Apache Kafka allows us to divide our data into partitions and send them to Spark workers in a distributed manner without creating a bottleneck at Spark master.

5.2 Feature Selection

Because we process EEG data in real time and EEG data is of non-stationary nature, it needs to be divided into small portions. As data cannot be divided based on the physiological activity, a common approach is to divide data into windows of two seconds each, and features are then extracted from each window. On the basis of the discussion in Section III, we selected the following features.

5.2.1 Amplitude of Top-K Values

We noticed that during a seizure, the amplitude of the signal is higher than during normal activity. Also in earlier studies (Esteller, 2000; Litt, 2001), amplitude measure (average amplitude of all values over a segment) has been successfully used for seizure detection. We also noticed that during non-seizure activity, most of the values appear near the rest position, whereas during a seizure activity, values frequently appear far away from the rest position. Therefore, we find amplitude only for the top-k frequent values.

\[ \text{Amp}_{\text{top-k}} = \frac{1}{M} \sum_{n=1}^{M} |x_{\text{top-k}}(n)| \times t \]  

where M is the number of top-k values in each window, \( x_{\text{top-k}}(n) \) is the top-k values in the currently processed window and t is the number of times each top-k value appear in the current window.

5.2.2 Multi-window Measure

Isolated windows are good at recognizing a single shape, but they cannot recognise a complete pattern or evolution of a pattern from previous windows that can be helpful in detecting seizures. Thus we use a feature where we remember the activity from the previous windows for a particular number of windows. As we discussed in Section III, it takes some time for abnormal activity to evolve as a full seizure, after which the activity can be concluded as a seizure. We tried different numbers of windows (W) and noticed that a smaller W gives results with low latency but with more false positives, whereas a bigger W gives fewer false positives, but will increase latency as well. So we select a medium value of W=3 which gives us a sweet spot where we get the least number of false positives and low latency as well. This gives our algorithm six seconds to recognize the seizure activity, each window of being two seconds length each.

5.2.3 Multichannel Measure

Combining all the channels over a window gives us the multichannel feature. There are some advantages of doing this. This feature allows the algorithm to identify patterns on multiple channels during a seizure. It is common for seizures to appear on multiple channels simultaneously, whereas there are some artifacts that only appear on one or two channels. This property can be used to distinguish those artifacts from the rest of EEG data. To implement this feature, we count the number of windows that show the seizure activity across multiple channels at a single point of time interval.

Figure 5: Amplitude Measure Comparison.

Figure 5 shows a comparison between amplitude per window for all data points and amplitude of the top 60 frequent values per window. The benefit of a top-k amplitude measure over an amplitude measure of all values is a smaller data size, which thus saves time while applying further operations on the reduced data. The smaller data size does not affect the feature discriminating ability between normal and seizure activity. A commonly used method for size reduction of EEG data is “downsampling” where only every \( M^{th} \) sample is kept for further processing. Downsampling is done without taking EEG seizure activity into consideration. On the contrary, we formed our method on the basis that during seizure activity, values frequently appear far away from the rest position. The average top-k amplitude for a window is defined as:

\[ \text{Amp}_{\text{top-k}} = \frac{1}{M} \sum_{n=1}^{M} |x_{\text{top-k}}(n)| \times t \]  

where M is the number of top-k values in each window, \( x_{\text{top-k}}(n) \) is the top-k values in the currently processed window and t is the number of times each top-k value appear in the current window.
5.3 Algorithm Workflow and Implementation

Our method is to learn a non-linear threshold to distinguish epileptic seizures in EEG data. It is a two-step process with a learning phase and a testing phase. The algorithm structure is given in Figure 6.

Every patient will need to go once through the learning phase. The idea behind the algorithm is “To find abnormal, we must know what is normal”. Figure 6 shows the steps involved in our lightweight seizure detection algorithm. Once the Spark cluster receives the data, it is segmented into windows. Then we evaluate Amp_{top-k} for each window for the non-seizure activity. Then we take the cumulative mean of Amp_{top-k} (CMA) for previous windows. We found that it is enough to process one thousand previous windows to learn the normal pattern for CMA.

After one thousand windows, we start to test new EEG data for seizures. We keep updating our CMA during the test phase, unless there is a seizure activity. By not updating CMA during seizure activity, we keep our CMA threshold unaffected. As discussed earlier, during seizure the Amp_{top-k} is distant from CMA. To enable CMA to distinguish between seizure and non-seizure activity, we amplify CMA by multiplying it with a parameter, boost. A large boost value decreases the number of true positives, whereas a small boost value increases the number of false positives. We tried different values and selected boost=2.7, which works well for all the patients. Any value over CMA*boost is considered a candidate for seizure and is filtered out in the first step. This is illustrated in Figure 7. In the second step, we use Multi-window measure feature to count the number of consecutive windows for this property and if we have 3 or more consecutive windows where Amp_{top-k} is above CMA*boost, those windows are considered for the final check. In the final step, we apply the Multi-channel measure feature to check the appearance of abnormal activity on multiple channels. Abnormal activity on more than 2 channels is considered as a true seizure activity. These steps allow us to get rid of most of the artifacts.

Each of the steps given in Figure 6 involves one or more Spark parallel operations. E.g., the following code snippet illustrates the steps involved in evaluating Amp_{top-k}.

```scala
// Count the number of times a value appears in a window
val amplitudeTopK = windowedEEG
  .map(x => math.abs(math.round(x._2.toDouble)))
  .countByValue()

// Top 60 frequent values
.map(_._swap)
.transform( rdd => rdd.context.makeRDD(rdd.top(60),4))

// Finding numerator and denominator
.map(x => (x._2 * x._1 , x._1 ))
.reduce((a, b) => (a._1 + b._1, a._2 + b._2))

// Amplitude of Top-K for Normal Data
.map(x => (x._1.toFloat/x._2))
```

Once our EEG data stream is windowed, we count the number of times a value appears in each window with countByValue() operation. Then we filter out most frequent values using top(), evaluating numerator and denominator by map and reduce operations and then we find Amp_{top-k}. The complete code is available at (Ahmed, 2015).

6 EXPERIMENTS AND RESULTS

We performed experiments to evaluate the performance of our parallel seizure detection algorithm and implementation. These experiments evaluate two performance characteristics i.e., seizure detection ability and Spark streaming performance. The experiments are performed on virtual machines running on our OpenStack based private cluster. Our cluster is based on HP ProLiant DL165 G7, 2XAMD Opteron 6274, 64 GB ram and 32 cores per node. The virtual machines are based on x86_64 bit architecture. One VM is used for master and 10 for worker nodes. Each worker node has an internal memory of 8GB and 4 cores for processing. The master node has an internal memory of 16GB and 8 cores for processing. The master node needs extra memory for keeping metadata of Spark workers and HDFS datanodes. Each node is installed with Ubuntu.
6.1 EEG Dataset

The EEG data is downloaded from freely available CHB-MIT (chb, 2000) database. The data is available as hour-long records in European Data Format (EDF) that we converted to CSV files for our experiments. The data size of the complete dataset after conversion was 1.44TB. EDF format is not directly supported by Spark, although one can write a class for EDFInputFormat (Jayapandian, 2013). Furthermore, each 2 sec. window originally (before sampling) contains 512 data points. With a total of 10 data streams, we had 5120 data points in each window.

6.2 Seizure Detection

For evaluating the seizure detection ability, we tested for sensitivity and specificity. Sensitivity is the percentage of true positives for detecting test seizures, whereas specificity is the relative number of false positives given by the algorithm during 24 hours when the actual seizure did not occur. The experiment was performed for 10 patients with a total of 47 seizures identified out by experts in the CHB-MIT dataset. Data consisted of continuous scalp EEG recordings during 240 hours at 256 Hz sample rate.

6.2.1 Sensitivity

Our algorithm detected 91% of the overall seizures. Our algorithm missed some seizures that were too short in length. E.g., for patient number 2, there were three seizures of 1 min. 12 sec., 1 min. 11 sec. and 9 sec. long. The longer seizures of over one min. were caught, whereas the 9 sec. seizure was missed. Table 1 shows the overall sensitivity performance of our algorithm.

<table>
<thead>
<tr>
<th>No. of Patients</th>
<th>Actual Seizures</th>
<th>Found</th>
<th>Missed</th>
<th>%age</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>47</td>
<td>43</td>
<td>4</td>
<td>91%</td>
</tr>
</tbody>
</table>

6.2.2 Specificity

Figure 8 shows the number of false positives for each patient. In most of the patients, the number of false positives were almost negligible. We also saw that most of the false alarms appeared in recordings containing seizures, which suggests that our algorithm works well and only has false positives around the actual seizures. In patient 6 and 7, we found artifacts that appear on multiple channels that causes a higher number of false positives in these two patients.

6.3 Spark Streaming Performance

Other than seizure detection, we also performed experiments to check Spark streaming performance.

6.3.1 Scaling and Latency

In this experiment, we check the scalability and latency of Spark streaming. We ran experiments where we process EEG data for a period of 20 minutes and find the average time taken by each 2 sec. window to process. We performed the same experiment starting from 4 cores, increasing 4 cores at a time.

In Figure 9, we see that with 4 cores, we were processing each window over 4 seconds. This is considerable latency for a 2 sec. window. With the increas-
Figure 9: Scalability.

...ing number of cores, the processing time decreased almost linearly and then became constant just under 2 seconds once we reached 28 cores and we were able to process our EEG data in real time. The experiment shows that Spark streaming scales well for EEG data with increasing number of cores with low latency.

Overall, Spark streaming performs well with EEG data, but we also notice that it has some limitations, e.g., it does not allow making windows on the basis of input data time stamps and is only allowed on the basis of time duration that gives variable number of data records in each window in a distributed environment.

7 CONCLUSIONS AND FUTURE WORK

We have presented a parallel lightweight method for epileptic seizure detection in large EEG data as real time streams. We provided the architecture, workflow and Spark streaming implementation of our algorithm. In an experimental scenario, our lightweight algorithm was able to detect seizures in real time with low latency and with good overall seizure detection rate. Also, we have introduced a new feature, “top-k amplitude measure” for data reduction. On the basis of results, we believe that this method can be used in clinics for epileptic patients. We noticed that although Spark streaming scales well and produces results in real time with low latency, currently it is better suitable for processing unstructured data and needs improvements in providing facilities for scientific applications. Overall, we believe that Spark streaming has potential for real time EEG analysis. In future we might improve it for easier use for scientists, and this study is a great first step.
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