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Abstract: In a data mining project evolved on a relational database often a significant effort needs to be done to construct

the data set for the analysis. In fact, usually the database contains a series of normalized tables that need to be
joined, aggregated and processed in an appropriate way to build the data set. This process generates various
SQL queries that are written independently of each other, in a disordered manner. In this way, the database
grows with tables and views which are not present at the conceptual level and this can yield problems for
the development of the database. In this paper we consider a typical database containing data about students,
courses and exams and illustrate sd6k transformations to build a data set to perform a sequential pattern
analysis eventually combined with clustering and classification. In particular, we introduce in the student
database some interesting patterns representing relationship between the exams given by students in various
periods and the career of each student. This is achieved by introducing a particular encoding of a the career of
a student. The resulting table can be analyzed with clustering and classification algorithms. We present a case

study following this organization.

1 INTRODUCTION and/or temporary tables that correspond to the cre-
ation of the data set of interest.

In the field of Educational Data Mining, we are often

concerned with transactional data managed by a re-

lational database that needs to be reorganized for th

analysis with data mining algorithms, such as cluster-

ing, classification and association rules and frequent

patterns mining. This very expensive preprocessing quential patterns (see, e.g.. (Dong and Pei, 2007:

phase is crucial fqr the accuracy of the analysis but Tan et al., 2006)). This kind of analysis has been
can generate a disorganized growth of the database

T : used in the context of educational data mining mainly
(zsoele4-(BR%kne1:;r(2)O;fa \F;gr?ti Syazlg,lég)fl;, rggg:ﬁrsuf\tea;l's’ in computer-based environments (see, e.g., (D'Mello
on thé state of the art of ed[;cational data mining and etal, 2010; Martinez et al,, 2011, Soundranayaggm
on preprocessing educational data). In fact, in order and Yacef, 2010))'. A less common application is
to apply data mining techniques maﬁyjoin ar;d aggre- the use of sequential patterns_ to analyze data SL_Jch
gation operations need to be performed which result as courses and exams of university ;tuder)ts, with
in a de-normalization of the database with new tables the aim of understan_dmg how_ the way in Wh'Ch stu-
and/or views not present at the conceptual level. The dents |mpIen_1ent their studies influences thel_r results;
ideal would be to have already at conceptual .Ievel a stut_jy of this type ha; b.een recently done in (Cam-
a clear idea of the information that must be present pagni e.t al,, 20153). Similar goals can also _be found
in the data set that will be used for the data mining in previous work. For example, the an_alys_|s of the
analysis. At the relational logic level this goal can paths taken by students has been studied in (Ohland

> . . et al., 2004) to understand the factors that lead stu-
be achieved directly througdQL languagé, organiz-

ina a clearsSoL scriot with appropriate aueries. Views dents to leave their study; this is done by using a
9 & P pprop q ' ' model defined upon checkpoints in the curriculum in

The most widely used tools for data mining pro-
vide filters to transform data for clustering, classi-
Sication and the search of association rules, but as
far as we know, it is less common to find features
that allow to prepare data for analysis based on se-

1In this paper we will refer to theySQL (MySQL) im- such a way that different curricula can be interpreted
plementation of the standaBfL through a common framework. A regression model is
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used in (Zhang et al., 2004) to explore the relationship

between graduation and demographic and academic ¢ ,denti d

characteristics.

In this paper, by following an approach similar to
that recently presented in (Ordonez et al., 2014), we
propose a methodology for obtaining a data set for a
sequential pattern analysis, starting from a classical

relational database about students, courses and exams

and working at thé&QL level.
In order to present our preprocessing design

scheme, let us consider a typical relational database
containing data about university students, courses and

exams, as illustrated in Tables 1, 2 and 3. In partic-
ular, tableSt udent s contains the identification code
of a studentst udent i d, the year of enroliment at the
university,enr ol | ment , the gendergender, and the
high school gradehgr ade; table Cour ses contains
the identification code and the description of a course,
cour sei d anddescri pti on, as well as the semester
in which the course is given by the teactsemest er

and the corresponding number of creditsy; finally,
table Exans contains the information about the date
and gradedat e andgr ade, each student obtains in
the examinations. Of course, other information could

Table 3: A samplé&xans table.

courseid date grade
10 1 2013-06-10 28
10 2 2013-09-24 26
20 1 2013-01-21 28
20 2 2013-02-11 30
20 3 2013-02-25 27
20 5 2013-06-10 28
20 4 2013-07-15 30
20 6 2014-01-22 30
30 2 2013-01-21 24
30 4 2013-09-20 26

Table 4: A sample table for association rule mining. C:
Calculus, P: Programming, A: Algorithms, DB: Databases,
S: Statistics, DM: Data Mining.

studentid C P A DB S DM
10 1 1 0 0 O O
20 1 1 1 1 1 1
30 01 0 1 0 O

(Witten et al., 2011), which provides filters to menage
the original data. However, such organization can be
achieved directly with a quite simp8&L query which

be added to the tables, for example the evaluation of performs a natural join among the tabfsident s,

courses taken by students and their results in the cor-

Exans andCour ses and aggregates on each student

responding exams, as recently studied in (Campagniby using the appropriate aggregate operator and con-

et al., 2014; Campagni et al., 2015b).

Table 1: A samplét udent s table.

studentid enrollment gender hgrade
10 2012 M 85
20 2012 F 98
30 2012 F 75

Table 2: A samplé&our ses table.

courseid description senester cfu
1 Calculus 1 12
2 Programming 1 12
3 Algorithms 1 9
4 Databases 2 9
5 Statistics 2 6
6 Data Mining 2 6

If we wanted to study the correlations among the

ditional function. In Table 5 we illustrate the query
which select data for Table 4.

The search of association rules in a table orga-
nized as in Table 4 allows to determine some possible
conditions existing between groups of exams taken by
students. These rules, by their nature, do not take into
account any temporal information and the involved
exams may have been taken by students at any time
and in any order. If we want to monitor the order in
which the exams are taken, it is necessary to search
rules corresponding to sequential patterns by intro-
ducing the temporal information associated with the
events of interest, in our case the exams. As we will
illustrate in the next sections, in order to prepare data
for sequential pattern analysis it is necessary to make
a non trivial preprocessing on the database. We will
show how to achieve this goal by working3flL level
on the original relational scheme. We wish to point
out that the approach presented in this paper could be

exams given by students through the research of assoeasily adapted to contexts different from those of uni-

ciation rules with theédpri ori algorithm (Tan et al.,
2006), we would probably need to organize data as in
Table 4, for example if we were interested in show-
ing exams conditions that occur frequently together
(e.g., many students who gave exaBisitistics
andDat abase then gaveData M ni ng). The orga-
nization in Table 4 corresponds to the input format
for the Apri ori implementation in thééka system
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2 THE PREPROCESSING
SCHEME

Before introducing our preprocessing scheme, we
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Table 5: AMySQL query corresponding to Table 4.

sel ect studentid,

sunti f (description="Cal cul us",
sunti f (descri ption="Programm ng
sun(i f (description="A gorithns"
sun(i f (description="Dat abases",
sunti f (description="Statistics"

sunti f (description="Data M ning",

from Students natur al
group by studentid,;

j oi n EX

recall the basic concepts related to sequential pat-

terns analysis (see, e.,g., (Tan et al., 2006))seA
quences an ordered liss= (s1S. .. Sn) , where each

sj is a collection of one or morevents i.e., sj =
(e1,€2,...,8). The events ins; correspond to the
same temporal information, that is, they occur at the
same time. We say that sequest®s lengthm, while
ak-sequence is a sequence that cont&iesents. A
sequence is asubsequencef another sequencsif
each ordered elementins a subset of an ordered el-
ement ins. Given a data set containing one or more
sequences, thsupportof a sequencs is the frac-
tion of sequences that contarThe aim of sequential
pattern analysis is to find all sequences with support

"
1

1, 0)) as Calculus,

1, 0)) as Progranming,
, 1, 0)) as Agorithns,

1, 0)) as Databases,

, 1, 0)) as Statistics,

1, 0)) as DataM ning
ans natural join Courses

respectively. This means that student 10 has taken ex-
ams 1 and 2 in the sansenest er, while student 20
has given exams 1, 2 and 3 in the saseeest er,
then has given exams 4 and 5 in a latenest er
and, finally, exam 6 in anotheenest er . In this data
set, the patteriil 2) is verified by two students, that
is, students 10 and 20 gave exams 1 and 2, each in a
same semester. In other wor@s?2) is a subsequence
of sequence$(1 2)) and((1 2 3)(4 5)(6)), therefore
it is a frequent pattern with support 66%

There are several algorithms implementing tech-
niques for finding frequent patterns based onApd-
ori principle (Tan et al., 2006). In this paper, we re-
fer to theQ oSpan algorithm (CLOSPAN; Yan et al.,

greatest or equal to a user-specified minimum support2003) which findslosed patternsthat is, those pat-

threshold; those sequences are cafieduent pat-
terns We illustrate these concepts by referring to a

terns containing no super-sequence with the same
support. In the previous example, the algorithm does

relational database organized as illustrated in Tablesnot find the sequencg) which is a subsequence of

1,2 and 3.

Each exam is typically associated with the date on
which it was taken by the student, but this temporal
information does not allow to compare the careers of
different students, as, potentially, the exams can be
taken on different dates. We need to perform a time

(1 2) with the same support. These algorithms gener-
ally take as input a data set similar to that illustrated in
Table 7, containing records which correspond, in our
example, to the attributest udentid, period and
coursei d. In particular, the blue values correspond
to the discretization of the attributiat e in Table 3

discretization to give the same temporal information Via Table 6; the red values are an alternative tempo-
to exams taken in the same dates interval, taking into ral information, which give the delay with which a

account the organization of the university context un- Student takes an exam with respect to the period in
der consideration. For example, referring to Tables 1, which the corresponding course has been given by
2 and 3, we can introduce the discretization illustrated the teacher, and can be computed by the difference

in Table 6 to associate the interval between the at-
tributesf r ondat e andt odat e to the temporal infor-
mationsenest er . In this way, the exam correspond-
ing to studentid 10 andcourseid 1 is matched
with thesenest er 1 while that ofst udenti d 20 and
coursei d 6 is matched withsemest er 3. We wish

to point out that, in this example, tisenest er of the
course in Table 2 corresponds to a value@fest er

in Table 6, that is, these two values correspond to the
same dates interval.

By using the formalism of sequential patterns
just introduced, the exams of students identified by
10, 20 and 30 correspond to the sequengés?)),
((123)(45)(6)) and((2)(4)) of length 1, 3 and 2,

between theeri od of the exam and theenest er

of the corresponding course. Once the data set illus-
trated in Table 7 has been processed, we can use the
C oSpan algorithm specifying a value of support to
find the frequent patterns verified by a percentage of
students greater than the given support. An expert of

Table 6: A sampl&enest er s table.

senester enrol | nent frondate todate
1 2012 2012-10-01 2013-02-28
2 2012 2013-03-01 2013-09-30
3 2012 2013-10-01 2014-02-28
4 2012 2014-03-01 2014-09-30
5 2012 2014-10-01 2015-02-28
6 2012 2015-03-01 2015-09-30
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Table 7: A sampleéxansSequent i al Anal ysi s table: in
red the alternative to the blue temporal information.

studentid period courseid
10 1
10
20
20
20
20
20
20
30
30

NFPFWOWNNRFEFRFRPEPNDN
ANOPRMUUWNEN
ool NoNoNeNoNol i

the context under examination will be then responsi-
ble to select the most interesting patterns and we will
have to decide how to use this information for data
mining analysis on students.

the difference between tiper i od just computed and
the semester in Courses. This table could be an-
alyzed on its own, if we want to focus on courses
and their characteristics or can be used as the start-
ing point for computing the next tables of Figure 2.
Table ExanmsSequent i al Anal ysi s is organized like

the sample table described in Table 7 and can be ob-
tained by a simple join betweebBxansPr ocessed

and Cour ses followed by a projection. This is the
table used as input for thé oSpan algorithm.

After selecting the most significant frequent pat-
terns, we want to keep track of such patterns by in-
serting in theSt udent s table a Boolean value that
allows to determine if the pattern is verified by the
student or not. To manage this operation thro8Qh
language, we introduce a representation of student ca-
reers that allows us to easily select the students who
verify a certain pattern. For example, the career of

_In this paper, we start from a quite general rela- the giudent correspondingsoudent i d 20, is repre-
tional scheme and describe how to implement, by us- ¢onteq by the string (1: 1 2 3)(2: 4 5)(3: 6) which
ing SQL, the actions just introduced as well @s how highiights the exams taken in semesters 1, 2 and 3.
to use the most interesting patterns determined by 14 4chieve this encoding, we use the service table
the algorithm. Figure 1 illustrates the logical scheme gy o1 nPeri od. of which we have an example in Ta-
of our student database. Compared to the exampleyq g in practice, it can be realized through a tempo-
shown above, we can see that the taBteslent s and rary table or a view. The encoding for the student ca-

Cour ses contain new attributes and that many others reer can be finally obtained aggregating data of table
might be considered, as already observed in the In-

troduction. In particular, the attributeschool cor-

Exansl nPeri od with respect to thet udenti d and
by concatenating appropriately the sequences of ex-

responds to the type of high school and the attribute ;< taken in the same period. WHiSQL this can be

t est grade is the grade obtained by a student in the
entrance test at the University. In talfleur ses, the

attributenunber is a number assigned by an expert
of the domain, taking into account the organization

of the course of study. For example, the courses can

be numbered in the order in which they are given by

teachers and by taking into account the prerequisites
among them. Generally, this number does not match
the identification code of the course. For the sake of

simplicity, in the example of Table 2, those attributes
coincide.

In Figure 2 we give the scheme of the tables which
are used for transforming the initial scheme. Table
Senest ers is organized exactly like the sample ta-

ble described in Table 6 and, as already observed, is
important to associate a discrete value to the date of

each exam. Tabl&xansProcessed adds to the ta-
ble Exans the attributesf u, peri od anddel ay. The
first one is the attributef u of tableCour se and can

be added with a simple join operation. The second at-
tribute correspond to the period of examination and is

computed by using a query similar to that illustrated
in Table &. Finally, attributedel ay is computed as

2Tables from now on are displayed at the end of the pa-
per

102

achieved by th&ROUP_CONCAT operator, as described
in Table 10.

The most important table for the analysis is rep-
resented by thé&t udent sProcessed table, that en-
richesSt udent s table with the following attributes:
the average grade obtained by the student on all ex-
ams, weighted with respect to the creditsggr ade,
the total number of creditgredits, the encoding
of the career in the form just describedy eer, and
one or more attributes associated with one or more
patterns that indicate if the student verifies the pat-
terns or not. In Figure 3, to simplify, we reported
only apattern attribute of this type. In Table 11
we give theSt udent sProcessed table for our initial
sample tablesx fori =1,--- ,7 are abbreviations for
attributesst udent i d, enrol | ment , gender, hgr ade,
avggr ade, credits andcar eer, respectively, while
p1 corresponds to the pattern (1 2)). The values of
the attributepat t er n may be calculated using the op-
eratorrl i ke, as shown in the query of Table 12. In
particular, the jolly operator matches any character
andx corresponds to the Kleene star operator for reg-
ular expressions.

We wish to emphasize the step described in Tables
10 which corresponds to a crucial encoding of the ca-
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| Exams ¥
studentid INT
courseid YARCHAR(T) "] students v
_| Courses v date DATE studentid INT
courseid VARCHAR(7) grade SMALLINT enrollment YEAR
description ¥ ARCHAR(255) > gender CHAR
semester SMALLINT hgrade SMALLINT
num ber SMALLINT hschool CHAR(Z)
cfu SMALLINT testgrade SMALLINT
> 3

Figure 1: The initial logical schema.

_| ExamsProcessed ¥

studentid INT
courseid VARCHAR(T)
| Semestars ¥ date DATE
semester INT grade SMALLINT " | ExamsSequentialAnalysis v _] ExamsInPeriod ¥
enrollment YEAR cfu SMALLINT studentid INT studentid INT
from date DATE period SMALLINT period SMALLINT period SMALLINT
todate DATE delay SMALLINT num ber SMALLINT examslist VARCHAR(255)
> 3 3 3

Figure 2: The transformation tables.

Table 8: AMySQL query corresponding to Table 7.

sel ect studentid,

(sel ect semester from Semesters where exans. date>= frondate
and exans. date<= todate) as period, courseid

f r om Exans;

Table 9: The tabl&xansl nPeri od for Table 7.
studentid period esanslist

10 2 12
20 1 123
20 2 45
20 3 6

30 1 2

30 2 4

Table 10: AMySQL query corresponding to Table 9.

sel ect studentid,

group_concat (' (', convert(period,char(2)),’:’, exanslist,')’
order by period SEPARATOR' ') as career

f rom Exansl nPeriod group by studentid;

Table 11: The sample tab8 udent sProcessed.

ai az a3 a4 a A 7 P1
10 2012 M 85 27 24 (2:12) 1
20 2012 F 98 29 54 (1:123)(2:45)(3:6) 1
30 2012 F 75 25 21 (1:2)(2:4) 0

reer of a student and the next step described in 12 ,using clustering techniques and/or classification algo-
which allows to search if a given frequent pattern oc- rithms. In the next section we will show an analysis
curs in the career. of this type on a real case study.

The tableSt udent sProcessed can be analyzed
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Table 12: ThéWSQL to insert a value in the attribupat t er n of Table 11.

updat e Student sProcessed

set pattern=1 where studentid in

(sel ect studentid from StudentsProcessed
where career rlike ".*(.*:1 2.*%).*");

Table 13: The 21 careers of students verifying pattern (1(B14)2).

(2:1123456)(3:78910) (4:11121314)
(2:2123456)(3:78910) (4:11121314)
(22123456)(3:78910) (4:1112 14)
(2:1123456)(3:78910) (4:1112 14)
(2:123456)(3:8910) (4:71112 14)
(2112345)(3:678910) (4:111214)
(2212345)(3:78) (49101112 14)
(2:12345)(3:8910) (4:7111213)
(2:112346)(3:57810) (4:91112 14)
(2:12346)(3:589) (4:111214)
(2:12346)(3:8910) (4:5111214)
(2:1234)(3:5)(4:91112)
(2:113456)(3:29)(4:71011 1213 14)
(2:13456)(3:8910) (4:1112 14)
(2:1345)(3:28910) (4:71112 14)
(2:1346)(3:8)(4:101112)
(2:134)(3:10) (4:1112)
(2:134)(3:258)(4:61112)
(2:134)(3:2810) (4:91112)
(2:134)(3:510) (4:2911 12 14)
(2:134)(4:81112)

| studentsProcessed v ning of the third. In the first year students have 6

chudentid INT annual courses which are given by teachers from Oc-
enrollment YEAR tober to May and at the end they can take the corre-
gender CHAR sponding exams; therefore, in practice, students start
harade SMALLINT to take exams in semester 2, according to Table 6. The
hachool CHAR(2) second year includes 4 courses both in the first and

testgrade SMALLINT

second semesters (number 3 and 4 of Table 6, respec-
avggrade SMALLINT

tively), for a total of 14 courses. In general, with our

credits INT h
coreer VARCHAR(255) choice of semesters, students can start to take an exam
patiern SMALLINT in the same semester in which the course was held by
8 the teacher, with a null delay, or take the exam in a fol-
lowing semester, accumulating a delay that, in princi-
Figure 3: The final table. ple, can grow indefinitely. We numbered the exams

from 1 to 14 according to the year, the semester and

the more or less explicit prerequisites among them.
3 THE CASE STUDY At the time of the photo, 56 students took at least

an exam and we analyzed their career by using the
Our case study corresponds to a photo shoot in Methodology illustrated in the previous section. The
September 2014 of the students enrolled on 2012 atdata set is not large, however, as focused in (Natek
the Computer Science degree of an Italian Univer- @nd Zwilling, 2014), a data mining analysis is useful
sity. This degree is organized into three years and @IS0 in such small contexts. Moreover, the case study
six semesters, that is, two semesters for year. The@llows us to describe the methodology on a real situ-
semesters are organized as described in Table 6, theredtion. _ o
fore, we are dealing with students who attended the ~ The data of the students were first organized in
courses of the first two years, just before the begin- @ database organized as in Figure 1, then we con-
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structed tableExansSequenti al Anal ysis by fol- All students which verify the pattern are in clus-

lowing the steps previously described and used theter O; belong to the same cluster also students who do

C oSpan algorithm to identify the possible frequent not verify the pattern but obtained a quite good grade

patterns existing among the exams taken by studentsat the high school, independently from the typology

By running the algorithm with support 30%, we found of the school. Analyzing in more details the careers

66 patterns which we ordered according to the length of students who do not verify the pattern but belong

and to the number of students verifying them. to cluster O we observed that they had some difficul-
As an example, we considered the pattern which ties with the first year exanGalculus landProgram-

maximizes the product between the number of exams ming, taking them with one semester of delay but then

and the number of students, that is the sequence (1 3ecovering in the subsequent semesters.

4) (11 12) verified by 21 students. Numbers 1, 3,4,11  The results obtained in this small case study allow

and 12 correspond t€alculus | Programming Al- us to point out that the frequent patterns analysis in-

gorithms Calculus Iland Databasegespectively. In  troduced in this paper can bring out some unusual re-

particular, courses 1, 3 and 4 are annual courses of thdationships related to the way in which students face

first year, while 11 and 12 are two courses of the sec- exams. Obviously, once tab udent Processed

ond semester of the second year. The pattern tells ushas been processed other data mining techniques can

that the 21 involved students took the exams 1, 3 and 4be used to analyse data.

in the same semester and exams 11 and 12 in a follow-

ing semester, but it does not tell us nothing about the

semester; in principle, each student could correspondg  CONCL USIONS

to a different pair of semesters. However, by coding

the career of the students as described in Table 11 and, any data mining project a large part of the work

adding the pattern to the tab& udent Processed, is related to process the data in order to obtain one
we can easily verify that all 21 students gave the ex- or more data sets on which applying the data min-

ams 1,3and4in th(_a semester 2 and exams 11 and_ 1%ng algorithms. In particular, our attention focused on
in semester 4, that is, without delay, as illustrated in the preparation of data for the analysis and the use
Table 13. of frequent patterns. We presented a preprocessing
The pattern shpws 'ghat courses 1, 3, 4., 11 and 12design scheme based 6@L queries and on a partic-
seem to be organized in such a way to bring the Stu- 5r encoding of the student career that, starting from
dents to take the exams immediately at the end of the , o ditional university database, allows to obtain the
course, whl[e there is a greater dispersion for the ex- yat5 set which can later be analyzed by techniques of
ams of the first semester of the second year, as showr,stering and classification in order to highlight pos-
in Table 13. Previous facts also mean that if we used gjpje relations among the exams taken by students:
the delay as temporal information (red values in the hese relationships take into account the associated
Table 7) we would find the pattern (1 3 4 11 12) veri- tgmnoral information. The frequent pattern analysis
fied by 21 students with zero delay. _ can highlight some behaviors which may seem coun-
After choosing the most interesting patterns, with terintuitive, for example, course is scheduled be-
the help of an expert of the domain, and computing fgye courseej while many students take exas be-
the tableSt udent Processed, we proceeded withthe 51 ¢ or can put in evidence which exams tend to be
data mining analysis. First, we used thika imple- given with greater delay than others. The introduc-
mentation of th&- means algorithm, withK =2,and  jon, in the database of the Boolean information about
obtained the following two clusters, according to at- the most significant patterns and clustering techniques

tributest est gr ade, avggr ade andcredi ts. can help to understand if students satisfying the pat-
Attribute Ful| Data 0 1 terns have some common characteristics. Another
(56) (29) (27) interesting application could be the identification of
patterns corresponding to students at risk of dropping
testgrade 14. 2321 15.1724 13. 2222 out. The design scheme and the encoding of the stu-
avggrade 24.9286  26.1034  23.6667 dent career presented in this paper can help to achieve
credits 73.5179  97.6552  47.5926 these goals. A delicate point remains the selection of

t.the pattern, for this reason it is crucial the presence of
an expert of the context under analysis, also for the
validation of the models obtained.

Cluster 0 contains students which have reached be
ter results, in terms of exam grades and number of
credits, than those in cluster 1; moreover, students in
cluster 0 attained a better grade in the entrance test
(with possible values in the rand@.25)).
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