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Abstract: The paper presents a model for assessing image quality from a subset of pixels. It is based on the fact that
human beings do not explore the whole image information for quantifying its degree of distortion. Hence, the
vision process can be seen in agreement with the Asymptotic Equipartition Property. The latter assures the
existence of a subset of sequences of image blocks able to describe the whole image source with a prefixed and
small error. Specifically, the well known Structural SIMilarity index (SSIM) has been considered. Its entropy
has been used for defining a method for the selection of those image pixels that enable SSIM estimation with
enough precision. Experimental results show that the proposed selection method is able to reduce the number
of operations required by SSIM of about 200 times, with an estimation error less than 8%.

1 INTRODUCTION block-based operations for each pixel

The aim of this paper is to speed up the compu-
A wide literature has definitely proved that embed- tation of SSIM by computing it on a reduced num-
ding and translating HVS concepts in image process- ber of blocks. This strategy mainly relies on the fact
ing based applications promote the optimization of that humans are able to assign a score to the image
several applications in terms of efficiency, precision, just looking at few specific points, known as fixation
automaticity and, sometimes, computing time (Bruni points (Monte et al., 2005; Frazor and Geisler, 2006).
et al., 2012; Bruni et al., 2013a; Hontsch and Karam, This way of selecting information is closely related to
2002; Hou and Yau, 2010; Jourlin and Pinoli, 1998; some concepts in Information Theory and, in partic-
Lee and Lee, 2006; Panetta et al., 2008; Wang andular, to the Asymptotic Equipartition Property (Cover
Li, 2011). In this context, the definition of mea- and Thomas, 1991). This principle states that for a
sures for image quality assessment that correlate moregiven source, there exists a subset of sequences able to
with human visual system plays a fundamental role represent the whole source — i.e. with entropy close
(Bruni et al., 2013b; Ferzli and Karam, 2009; Moor- to the source entropy. Accordingly, in the context of
thy and Bovik, 2009; Sheikh et al., 2005; Wang et al., vision, there exists more than one sequence of fixation
2004; Wang and E.P.Simoncelli, 2005; Wang and Li, points of a given length that is able to code the whole
2011). Despite its recognized lack of correlation with image information content. Hence, by defining the
human perception, the classical mean squared errowisual distortion typical set as in (Bruni and Vitulano,
(MSE) is still used in many applications, especially 2014), we want to develop a method for extracting at
in optimization problems, due to its simplicity, low least one sequence belonging to this set from which
computational effort and nice mathematical proper-
ties. The Structural SIMilarity index (SSIM) (Wang 1For thei—th pixel SSIM, is defined as follows:
et al.,, 2004) revealed to be a robust competitor of
MSE thanks to its discrete correlation with HVS, its SSIMbi, di) = 22uq “di2+cl 20bid‘ :CZ 7
definition through very simple operations and, as re- Hp, +Hg +C1 0p +05 +C2
centy proved, its interesting mathematical properties whereb; andd; are blocks centered arespectively in the
t.hat can promote its use, for example, in r_egl‘"anza' originalland dilstorted image,. ando, resppectivelyyare the
tion methods. Unfortunately, the computational Cost mean and the standard deviation-oby, g is the correlation

required by SSIM is higher than the one required by betweerb; andd;, while C; andC; are numerical stabilizing
MSE. SSIM is a pixelwise measure but it involves constants.
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assessing the quality of the whole image. With re- is close to the entropy of the source. The existence
spect to the literature concerning the selection of the of A}, is guaranteed by the Asymptotic Equipartition
best pooling weights for an image quality assessmentProperty (AEP) (Cover and Thomas, 1991), that states
measure (Moorthy and Bovik, 2009; Park et al., 2011; that for i.i.d. r.v.sX it holds: %Iogm -
Wang and Li, 2011)), the proposed method can also H(X) n— c. e

be seen as a binary pooling, preserving some blocks

while discarding the others.
The proposed method consists of the following
main steps:

AEP is the entropic version of the weak law of
large numbers. However, the entropy based version
is more mathematically tractable as entropy increases
as the number of samples grows (Cover and Thomas,

1. Luminance based image segmentation: the image1991), while it is not so for the mean value. Based

is splitinto a finite number of distinct regions hav-
ing different characteristics;

. Finite random walk on a connected and weighted
graph whose nodes are the regions given by the

segmentation. This step provides a sequence of

points belonging to the typical set of lengikh

K is automatically determined for each image us-
ing the Minimum Description Length principle
(MDL) (Grunwald, 2004).

It will be shown that the mean value of the SSIM eval-

uated on blocks centered at these points gives a faith-

ful estimation of SSIM of the whole image with a con-
siderable computational saving. Experimental results

on testimages from TID2013 database (Ponomarenko

et al., 2015) show that it is possible to reach a speed
up for SSIM, evaluated for different distortion levels,
over 200:1 with a relative estimation error lower than
8%.

The outline of the paper is the following. The next
Section gives some preliminary results on the visual
distortion typical set. Section 3 presents a method
for determining a sequence of points belonging to
this set; details about the algorithm and its computa-
tional cost will also be given. Section 4 presents some
experimental results obtained on TID2013 database
while the last section draws the conclusions.

2 SOME PRELIMINARY
RESULTS

In (Bruni and Vitulano, 2014), theisual distortion
typical set 4, has been defined as a subset of all se-
quences composed of samples of the original image

on these concepts, in (Bruni and Vitulano, 2014) the
authors gave some guidelines for an optimized extrac-
tion of the visual distortion typical set from the cou-
ple ofimageg|,lq). Specifically, it has been formally
proved that:

1. Not all information inl andly is really important;
it is sufficient to select just a part of it for assess-
ing image quality. In addition, an entropy based
criterion can be applied for selecting the signifi-
cant information. Specifically, it has been proved
the following result:
Proposition 1. Let X ~ Q with a positive and
numerical alphabet and {X1} ~ p1, {Xg, X2} ~
P2,..., {X1,X2,...,%n} ~ pn. Let py be the mean
of pn, 1 be the mean of andDg_ the Kullbach-
Leibler divergence. Then

(a) the sequenc@u,} is not monotonic for increas-
ingn;

(b) [Mn — H* < 2MnDkL(Pn[Q) VN, with My
MaXey X.

This Proposition along with the known results on
the monotonicity of the entropy per element of a
stationary stochastic process (Cover and Thomas,
1991), support the use of the entropy as fun-
damental measure to use in the selection of se-
guences belonging to the visual distortion typical
set.

. In the construction of the sequence of interest, it
is more convenient to select non overlapping local
regions (for instance, blocks) as samples @nd
lq) rather than to randomly select isolated pixels.

3. It is more convenient to extract significant infor-
mation fromM rather than from the couple of im-
aged andlg.

I (and the corresponding ones in the degraded image

lq) such that they give an approximated vaMeof
the expected value of the measig(i.e. M) within
an errore, i.e.: [M —M| < g, whereM is the refer-
ence quality measure. In our cabkjs the pointwise
SSIM, M is the mean oM computed using all im-
age pixels, whileM is the mean oM computed on a
reduced number of image pixels. More formahy,

is the set of sequences of fixed size whose entropy

What was missing in (Bruni and Vitulano, 2014) is a
constructive method for determining the typical set:
only its existence along with some criteria and guide-
lines for its best search have been provided. That is
why, in the sequel we will give an answer to the fol-
lowing question

4. How to find a sequence belongingAf, using a
fast procedure.
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It is worth outlining that there is a wide literature
concerningdixation points(Frazor and Geisler, 2006;
Monte et al., 2005; Raj et al., 2005), i.e. those points
that allow to sinthesize and understand scene infor-
mation in the preattentive phase. Several approaches
for the determination of a subset of scene informa-
tion mainly rely on the construction shliency maps
(Benabdelkader and Boulemden, 2005; Bruni et al.,
2011; Wang et al., 2010). However, to the best of au-
thors’ knowledge, there are not complete theoretical
formalisms that lead to a specific subset that can be
extracted in a limited time (Raj et al., 2005), as the '

proposed approach does. In addition, unlike existing Figure 1: From left to r_ight top to_bottor_n: Orig_inal_image;
methods that provide empirical and computationally Imagelaffectedflf)y ?dg'tt')ve gaussian Elo's_e; p?’"t"\fv"."'se g;wl/'
demanding strategies that lead to a specific solution mggf mage ariected by gaussian blr, poniwise

(i.e. a specified walk in the scene under exam), the

proposed approach proves the existence of more than
one walk givenl,lq,M andg, in agreement with the
concept oftypical setin Information Theory (Cover
and Thomas, 1991).

1,...,2-. This step provides a sequence belong-
ing to the typical set of lengtK. K is automat-
ically determined for each image using the Mini-
mum Description Length principle.

3 THE PROPOSED MODEL 3.1 Luminance based Segmentation

Fixation points vary from observer to observer since The first step 'aims at (.jigc.r!minatir?g imgge regions in
they depend on personal cognitive experience, s O W_'th the visibility of_dlstc_)rtlon. iy fact,
scope of the observation and image content. How- global d|stort_|ons piegnet Eareaied aihe same way
ever, if we restrict to the class of natural images, some in the who[e Image. FOF ‘?Xa”.‘P'e' IS s'hown L F'g'. 1
rules of visual system, that guide the saccadic move- random noise is more visible in flat regions while it is

ments in the preattentive phase, can be modelled m_masked in textured regions. On the contrary, blurring

an easier way. The characteristics of natural scenedS more visible in textured regions than in flat regions.

guided the adaptation of the visual system over time; Hence, the proposed method segments the image ac-

hence, their sources are the ones with which the visual07ding to this visibility criterion.  Specifically, the
system is more familiar. In the first milliseconds of luminance value at a given fixed resolution has been

scene inspection, fixation points are not conditioned selected as the visibility criterion. Luminance .is one
by the observer, but mainly by image features; that is of the two measures that regulate the adaptation pro-

why only global distortions (affecting all image pix- ¢€SS " thﬁ prﬁattentlvE phase. T_r:je S%C%nd oPe is the
els) will be considered in the remaining part of the contrast that has not been considered here for sim-
paper. In fact, a local distortion would strongly orient plicity. The resolution aims at simulating early vision

the path of fixations, that cannot be easy predictable process, that essentially is a low pass filter whose cut-

without additional information on the distortion kind. °ff frequency depends on the viewing distance. In
order to speed up the segmentation process, the ap-

proximation band (low-pass component) at level
(2Y) of the dyadic wavelet expansion of the image
| has been computed (Mallat, 1998), since its dimen-
1. Luminance based segmentation of the image sion iszJ—ﬁ1 of the original image size. For segment-

The output is a partition of the image it 2e- g 49 the Successive Mean Quantization Transform
gionsR;, i=1,...,2" having different charac-  (SMQT) has been adopted due to its simplicity and
teristics. To this aim the Successive Mean Quan- reqyced computational effort. SMQT builds a binary
tization Transform (SMQT) (Nilsson et al., 2005) {ree using the following rule: given a set of daid

applied.to the approximation band of the wavelet 5n4 3 real parametér (number of levels), splita’
expansion of the image has been employed. into two subsets,

The proposed method consists of the following
main steps:

2. Finite random walk on a connected and weighted 3 33 _
graph whose nodes are the regioRs i = Ay = {xeﬁl 12 (x) SﬂJ}
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and L
aj = {xe 2|2’ (x) > ﬂl?'},

where 27 is the mean value oft’. 4) and 2] are
the first level of the SMQT. The same procedure is
recursively applied to23 and 4] until the L™" level,
that is composed of'2subsets (regions) that will be
denoted withR, Ry, ..., RoL.

3.2 Random Walk on a Connected
Graph

The fixation path is determined by suitably extracting
points from these regions. To this aim, the observa-
tion process has been modeled as a Markov chain, i.e
random walk on a connected weighted graph whose
nodes are the'2regionsRy, Ry, . ..., Ry, with weights

W > 0 on the edge joining nodeto nodej. The
graph is undirected, i¥f; = Wjj, andW; = 0 if there

is not an edge joining the nod¢o the nodg.

Hence, given a point randomly extracted from the
regionR;, the successive point in the walk is a ran-
dom point in the regiofr; chosen among the nodes
connected tdz; with a probability

-
L S Wi

that is proportional to the weighw{j. By denoting
with nj the number of pixels in the regioR;, the
weights are defined as follows

i=j
Wij:{ :

I # ]
z;‘t"ﬂ"". W; takes into account the

—1"k
representativenegé of the regiBpin the image and
also as neighbouring region &. Even though a
more refined definition of the weights could be used,
this choice is simple but enough significant for our
preliminary study.

The initial point of the walk is extracted on the
basis of the stationary distribution of the process, as
described in (Cover and Thomas, 1991). On the con-
trary, the last point of the walk is determined on the
basis of the minimum descritpion length principle
(Grunwald, 2004), as shown in the sequel.

(1)

n;
Zij +Zji
2

(2)

whereZz;j = n;

3.3 MDL for Blocks Number

This principle allows the selection of a good model

for approximating the data with the least complex-

ity. It is based on the concept that good compression
means good approximation, in agreement with the
definition of Kolmogorov complexity. Specifically,

An Entropy-based Model for a Fast Computation of SSIM

the simpler version of MDL, namely crude-MDL, se-
lects a model from a set of candida®€?, /(@ | ...
by minimizing the following cost

L(M®) + (XM Y) @)

whereL (M () is the cost (in terms of bits) required
for coding the mode ™, while L(X|M ) is the
number of bits required for coding the da&Xagiven

the model. In general, the better the model the higher
its cost but the smaller the approximation error. That
is why the selection of the best model is a trade off
between complexity and good approximation. In our
case the modeM ¥ is the fixation path containing
the SSIM value ok points whose average gave an ap-

Jproximation of SSIM of the whole image. The data

are corresponding blocksirandly centered at the se-
lected pixels that are involved in SSIM computation.
The cost is measured as entropy per element. More
precisely, by indicating wittM1, M2, My the value of
SSIM computed in the firsk points selected dur-
ing the random walk on the graph described above,
and with(by, by, --- ,bk) the blocks used for the eval-

uation of SSIM, we have (X|M¥) = w
andL(X|a®) = HOL2--Dd 12000041 \yhereH is
the entropy,w? is the dimension of a block and
2logz(k) + 1 is the cost for coding the integkr By
coding the blocks independenth(bs, by, - -- ,bx) =
kH(bi), i=1,2,...,kand by considering a com-
pression ratio 8 : 1, eq. (4) can be rewritten as
(Ml,Mz,Mk) k+ 2|Og2(|()+1 (4)
k 2w?2
whereK gives the length of the optimal path, i.e. the

length of a sequence in the visual distortion typical
set.

. H
K =argming

3.4 Algorithm

1. Compute the wavelet approximation badg at
J—thlevel of the imagé

2. Apply L levels of the SMQT transform td; and
extract the regionR, Ry, ..., Ryt

Compute the cardinalityy, ng, ..., n,. of the seg-
mented regions and evaluate the weights of the
graphasin eg. (2)

. Extract a point from a regioR; according to the
stationary distribution of the graph as defined eq.
2)

5. ComputeMy, i.e. SSIM on a block of dimension

w x w centered at the selected point andlset2

3.

6. Extracta pointin the regioR; selected according

to the probabilityR, ; defined in eq. (1)
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7. ComputeV, i.e. SSIM on a block of dimension — however smaller dimensions provide similar re-
w x w centered at the selected point sults; the cardinality of the alphabet for SSIM has
been set equal to 200, that corresponds to a quanti-
zation step equal to 0.01. Table 1 provides the results

« achieved on 512 384 Ocean image (image 116 in
9. If Lx> L4 1, SetK =k—1 andM = zszle and TID2013). It is worth outlining that each run of the
stop; otherwise sé¢t= k+ 1 and go to step 6. proposed algorithm provides a different sequence in
the visual distortion typical set of the image. That is
why the average value of SSIM estimations obtained
by 30 runs of the algorithm has been given in Table 1.
, . The same table includes the standard deviation of the
3.5 Model's Complexity estimation as well as the average number of blocks
used for computing it and the corresponding standard
By denoting withCyoq the cost for the calculation of  deviation. As it can be observed, the estimation error
the logarithm of a number, witN the image size and  increases as the distortion level increases but it does
with || the cardinality of the alphabet of SSIM, itis not overexceed 8% and the standard deviation is quite
possible to prove that the proposed algorithm requires small. For some distortion kinds, like gaussian noise
7 1 and gaussian blur this percentage is less than 5% and
(— (1 ) 2L+ 1) N—2"—L+1+2%)+ for distortions like mean shift and contrast change it

8. Evaluate the argument of eq. (4) and assign its
value to the variabléy

M is the approximation for SSIM given by the model,
while K is the number of blocks used for getting it.

3 2% is does not overexceed 1.2%. The average number

3 K2 of blocks is less than 50, it means that the number
+ <8vv2+30+ §C|og+ Iogz|x|) K+ (4+ C|og)7 of operations required for the computation of SSIM
of Ocean image is reduced of about 200 times. It

operations, i.e. multiplications, algebraic sums, di- is worth outilining that similar results have been ob-
visions and comparisons, while the computation of tained for the other images in the database; for some
SSIM using all image pixels requires of them the average number of blocks is smaller than
(8w2 +18)N 50, wh_ile the average esti_mation error is still less than
8%. Itis also worth stressing that the proposed proce-

operations. Hence, by comparing the number of op- dure does not involve an exhaustive search of points
erations given above, it is possible to determine the Of interest, as required by the contrast-based proce-
maximum value foK , which gives a gain in the com-  dure in (Raj et al., 2005). _

putation of SSIM. This value depends on the parame- ~ Figure 2 shows the segmentation used for Ocean

ters of the proposed method and the image size. image. As it can be observed, the segmentation is not
far from the one given by the SSIM map except for

the edges. Itis due to the fact that the criterion used
for the segmentation is based just on the luminance
4 EXPERIMENTAL RESULTS and then a region based segmentation has been em-
ployed. Nonethless, the optimal point selected by the
The proposed method has been tested on several im\DL principle on the entropy curve corresponds to a
ages affected by different distortion kinds and levels. good value of SSIM, providing acceptab|e estimation
In this paper we will give some results obtained from errors. The same figure shows the blocks belonging
natural images extracted from TID2013 database tg the selected fixation path. As it can be observed,
(Ponomarenko et al., 2015) affected by global distor- more blocks are selected in regions where blurring is
tions like additive and multiplicative gaussian noise, more visible.
high freuency noise, gaussian blurring, jpeg and jpeg
2000 compression, mean shift and contrast change.
For each distortion, four levels have been considered.
In all tests the following parameters have been used.5 CONCLUSIONSAND FUTURE
The levelJ of the wavelet transform has been set RESEARCH
equal to 3 and a Daubechies with 2 vanishing mo-
ments has been adopted; the levelsf the SMQT This paper has presented a method for the estima-
have been fixed to 3 in order to have 8 regions; the di- tion of the Strucutral SIMilarity index from a reduced
mension of the blocks for SSIM computation of SSIM  number of suitably selected image pixels. It mod-
has been fixed to 1 17, since it correspondsto avi- els the observation process in the preattentive phase
sual angle equal to.86 degrees (Monte et al., 2005) as a random walk on a graph whose nodes are im-
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Table 1: Ocean image; 116 in TID2013 database. SSW estimated SSIMNI) using the proposed method, mean value of
the estimation error (%) over 30 rurg,(standard deviation of the estimation errog), mean value of the number of blocks
used K), standard deviation of the number of blocks|.

distortion level M M € O¢ K oK
high 0.8661| 0.8672| 1.1222| 0.0113| 48.00| 2.92

frequency 0.7034| 0.7086| 2.6788| 0.0237| 48.87 | 4.54
noise 0.4829| 0.4842| 4.9297| 0.0275| 48.70| 3.51

0.2722| 0.2627| 8.9767| 0.0284| 47.80| 4.43

0.8673| 0.8728| 1.4447| 0.0132| 45.67| 3.87

Gaussian 0.7781] 0.7821| 2.1462| 0.0217| 48.50| 4.55
noise 0.6614| 0.6607| 3.4739| 0.0308| 48.87 | 3.50

0.5276| 0.5272| 4.3112| 0.0260| 49.30| 3.37

0.9513| 0.9542| 0.6528| 0.0069| 37.37 | 6.15

Gaussian 0.8805| 0.8828| 1.4811| 0.0159| 44.47| 5.10
blur 0.7925| 0.8045| 2.9532| 0.0260| 46.00| 6.59

0.7012] 0.7128| 4.1474| 0.0346| 48.40| 4.67

0.9451| 0.9448| 0.5260| 0.0061| 41.87| 5.17

JPEG 0.8891| 0.8895| 0.8761| 0.0097| 47.33| 3.94

0.7578| 0.7518| 2.1654| 0.0198| 48.33| 3.56
0.6320| 0.6257| 4.1073| 0.0311| 49.37| 4.10
0.8516| 0.8553| 1.9288| 0.0183| 46.73| 3.59
0.6942| 0.6939| 4.0191| 0.0326| 49.43| 4.35
0.5394| 0.5529| 6.4984| 0.0395| 47.73| 3.55
0.4799| 0.4827| 7.6406| 0.0426| 49.53| 2.83
0.9951| 0.9950| 0.1259| 0.0015| 21.00| 5.52

compression

JPEG2K
compression

Mean 0.9778| 0.9779| 0.2198| 0.0028| 34.37 | 6.13
shift 0.9620| 0.9644| 0.5506| 0.0059| 31.27 | 7.36
0.8929| 0.8930| 1.0167| 0.0111| 45.53 | 4.57

0.9829| 0.9832| 0.3674| 0.0042| 29.23| 5.70

Contrast 0.9713| 0.9711| 0.1596| 0.0019| 33.53| 5.51
change 0.9349| 0.9392| 0.8867| 0.0086| 40.20| 5.70
0.8726| 0.8749| 0.7490| 0.0081| 44.60| 3.28

Multiplicative 0.8594| 0.8697| 2.3503| 0.0220| 45.80| 5.25
gaussian 0.7730| 0.7851| 3.3095| 0.0286| 47.40| 4.33
noise 0.6615| 0.6627| 4.0346| 0.0327| 48.60| 3.75

G WNOORWNOOPRWONOODWNOODWNOODWNOODWNOORWDN

0.5376| 0.5346| 5.0814| 0.0322| 50.77 | 3.18

age regions having distinct visual characteristics and Future research will be devoted to the use of more re-
whose edges are weighted accounting for the repre-fined criteria in the segmentation process and to make
sentativeness of the region in the whole image and adaptive and automatic the choice of the parameters
also in the neighborhood of proximal regions. The involved in the segmentation step (resolution of the
length of the sequence is automatically determined wavelet transform, number of regions of image parti-
for each image by means of the minimum description tion). Furthermore, some dependency on region con-
length that selects the number of blocks able to guar- tent will be introduced in the definition of the edge
antee a good tradeoff between good estimation er-weights of the graph that is used for defining the fixa-
ror and reduced computational complexity. The pro- tion path. In fact, such an approach may also alljw:
posed method makes some assumptions on the clasfo improve the design of existing QA measuriésto

of analysed images (natural images) and distortion design novel and possibly more precise QA measure,
kind (global distortion); in addition, it uses some sim- iii) to build novel HVS based regularization functions,
ple criteria and fixed parameters in the segmentationiv) to add some novel elements to Visual Information
step. Nonetheless, even though in its simpler form, Theory with possible effects on the definition of new
the results are satisfying and promising. Very few visive image coding schemes.

blocks provide SSIM estimation with errors less than

8%; this worst case is reached in very particular cases.
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SSIM

Figure 2: First row Original Ocean imagel€ft); Blurred image ihiddle; SSIM value estimated for an increasing number
of blocks (the optimal point has been markedytit). Second ronSSIM map [eft); Segmentation provided by the SMQT
(middlg); entropy per sample used in the MDL based procedure — thienappoint has been markedight). Last row
selected image blocks.
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