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Abstract: Robust and optimized agent behavior can be achieved by allowing for learning mechanisms within the underlying adaptive control strategies. Therefore, a classic feedback loop concept is used that chooses the best action for an observed situation – and learns the success by analyzing the achieved performance. This typically reflects only the local scope of an agent and neglects the existence of other agents with impact on the reward calculation. However, there are significant mutual influences among agents population. For instance, the success of a Smart Camera’s control strategy depends (in terms of person detection or 3D-reconstruction) largely on the current strategy performed by its spatially neighbors. In this paper, we compare two concepts to consider such influences within the adaptive control strategy: Distributed W-Learning and Q-Learning in combination with mutual influence detection. We demonstrate that the performance can be improved significantly, if taking detected influences into account.

1 INTRODUCTION

In order to cope with dynamic and potentially unknown conditions, the control of agent behavior is typically equipped with learning capabilities. This has been shown to result in more robust and self-optimizing behavior (Panait and Luke, 2005). In most cases, the learning concept relies on a local fitness measurement. This means that each agent can judge how good or bad its own performance is by measuring the state of its environment, and without taking global knowledge into account. The problem with this concept is that it assumes a direct effect of actions to performance and neglects significant other influences. The most important influence might come from other neighbored agents – measuring the current state of the environmental conditions might be a result of others’ action.

Consider a Smart Camera (SC) Network (Valera and Velastin, 2005; Rinner et al., 2008) as example: Each SC can adapt its behavior in terms of pan, tilt, and zoom. The adaptive control mechanism has to cover different tasks, ranging from person detection to tracking throughout the network and to 3D-reconstruction of suspicious persons. Obviously, the current strategy of its neighbors in close spatial vicinity has significant influence on the success: (a) if it observes the same area, the person detection is less successful since one of both SCs does not report a novel detection event, and (b) if it does not share the same field of view, a 3D-reconstruction is not possible.

Within this paper, we discuss our approach to explicitly detect such mutual influences by identifying correlations between the neighbors’ configuration and the own performance. This information is then included in the situation description of the learning mechanism which is responsible for deciding about the current configuration. The basic idea is here that as soon as influences are detected, the system should be able to learn how to take this information into account – without manually implementing a counter strategy.

The remainder of this paper is organized as follows: Section 2 describes the methodological basis by explaining our system model, the approach to detect mutual influences among distributed agents, and a brief introduction of the utilized learning algorithm. Afterwards, Section 3 evaluates the approach in comparison to the state-of-the-art, where influences are learned implicitly within the learning algorithm. This is done based on a simulation of a Smart Camera Network, where mutual influences within the control strategies can be observed. Section 4 gives an overview of the state-of-the-art. Finally, Section 5 summarizes the paper and gives an outlook to future work.
2 METHOD

In this section, we introduce the mutual influences detection and how it can be used to design more efficient learning algorithms. This is structured as follows. In Section 2.1, we give an introduction to the notion of mutual influence, and the applied detection method. Afterwards, Section 2.2 explains how the mutual influence information can be exploited in a learning algorithm.

2.1 Mutual Influence

As briefly scratched in the previous section, we want to utilize a mutual influence detection algorithm in order to improve the efficiency of learning algorithms. In order to define what is meant with this brief description of mutual influence, this section outlines our utilized system model which is inspired from standard machine learning notions. Despite the background in machine learning, the methodology is assumed to be applicable to all systems covering the basic system model. Afterwards, we continue this section with the presentation of the mutual influence detection algorithm. The method of the measurement of mutual influences has originally been proposed in (Reshef et al., 2011), therefore, we keep the description rather short in this work.

2.1.1 System Model

We start with a set of agents \( \{A_1, \ldots, A_n\} \), where each agent can assume different configurations. Such a configuration typically consists of different parts. Consider a router as a simple example: The router can take varying configurations into account, such as the processed network protocol or parameter settings (i.e. for time-out intervals, buffer sizes, etc.). We define the whole configuration space of an agent \( A_i \) as cartesian product \( C_i = c_{i1} \times \cdots \times c_{im} \), where \( c_{ij} \) are the parts of the configuration. A further assumption is that the particular configurations of individual agents are non-overlapping, meaning each agent has its own set of configurations, \( c_{ij} \neq c_{kl} \) for all defined \( i \neq k, j, l \).

This does not mean that the configuration parts have to be completely disjoint in structure and values of the contained variables. For instance, two routers might have the possibility to configure the time-out interval, which would lead to the same set of possible configurations in these attributes, but on different devices. Such a relation is explicitly allowed within the model. Besides the configuration space, we need to consider a further element: the local performance measurement. In order to apply the proposed method, each agent has to estimate the success of its decisions at runtime – as a response to actions taken before. This is realized based on a feedback mechanism – with feedback possibly stemming from the environment of the agent (i.e. direct feedback) or from manual assignments (i.e. indirect feedback). This resembles the classic reinforcement model, where the existence of such a performance measurement (mostly called reward) is one of the basic assumptions, cf., e.g., (Wiering and van Otterlo, 2012).

2.1.2 Measurement

Given the described system model, we continue with the actual methodology for the measurement of mutual influences. The goal is to identify those parts of the configuration of the neighboring agents that have influence on the agent itself. Thereby, we focus on spatially neighbored agents (such as the cameras in the motivating example) – but the methodology is not restricted to this kind of neighborhood (i.e., “virtual neighborhoods” are also possible – for instance, routers in a data communication network). After the identification of influencing configuration parts, they can be addressed by a designer or by a self-adapting system itself.

In general, we are typically not interested in the question if an agent as a whole is influencing (some of) its neighbors, since the benefit of this information is negligible. In contrast, we want to detect specific configuration parameters whose optimal usage strategy is somehow influenced by the current settings of the neighbored agents. The basic idea of the algorithm is to make use of stochastic dependency measures that estimate associations and relations between the configuration parts of an agent and the performance of a second agent. These dependency measures are designed to find correlations between two random variables \( X \) and \( Y \). As suggested in (Rudolph et al., 2015a), we use the Maximal Information Coefficient (MIC) – (Reshef et al., 2011), see next subsection for details).

If using only dependency measures, the proposed method does not completely tackle the previously introduced notion of mutual influence. This method alone has some issues since the configuration of the agent itself is not taken into account. We explain this problem and present a solution to resolve this issue in Section 2.1.4.

2.1.3 Maximal Information Coefficient

The Maximal Information Coefficient (MIC) is a measure of dependence between two real valued random variables. It has been introduced by Reshef et al. (2011) and is based on the Mutual Information that
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Figure 1: The results of the influence measurement based on 20 independent runs. The graphs show the Influence of the different configuration parts on Camera 0.

In general, MIC shows some interesting properties. Similar to the mutual information, it is defined for values $\geq 0$. However, it equals zero only if the random variables are completely independent. Furthermore, it is normalized and shows a good equitability in simulation results, i.e., that different types of association in the data can be compared.

### 2.1.4 Consideration of Own Configuration

As mentioned before, the use of dependency measures for the detection of influences is not straightforward in some cases. The issue appears if the own configuration of the agent $A$ is essential for the determination of the influence of an agent $B$ on $A$. This is if the configuration of $B$ and the performance of $A$ without taking into account the configuration of $A$ lead to a distribution that does not indicate a dependency between them, but, there is an influence of $B$ on $A$. This influence can then be revealed by using multiple estimators of the influence for the different configurations of $A$. The effect can be observed in already rather simple examples. One is given with example calculations of the mutual influence in (Rudolph et al., 2015a). For the measurement, it is sufficient to use two estimators and group the samples of all available configurations to the two estimators. But, sometimes the usage of more estimator can lead to a faster detection, as shown in (Rudolph et al., 2015b).
2.2 The Learning Algorithm

In this section, the reinforcement learning algorithm is presented. We chose the Q-Learning algorithm (Watkins and Dayan, 1992) as the basis of this work, since it is (i) well-known in the reinforcement learning domain and (ii) it has already been successfully applied in the Smart Camera domain, cf. (Rudolph et al., 2014). The algorithm has then been enhanced using the influence information of the system by adapting the state space of the learning algorithm in order to reflect the actual influences in the system. The remainder of the section gives an introduction to Q-Learning (see Section 2.2.1) and describes the details of the modification for application in the Smart Camera domain.

2.2.1 Q-Learning

The Q-Learning algorithm is a basic Reinforcement Learning technique that is well known and studied intensively. It has originally been proposed by Watkins and Dayan (1992). Like all RL techniques, Q-learning tries to solve the general RL problem, i.e., to find an optimal policy for a given problem with respect to the long term reward $r \in \mathbb{R}$. The main idea is to find a quality function $Q : S \times A \rightarrow \mathbb{R}$ that approximates the reward for each state-action pair and takes into account the long term reward. To reach this goal, the value for each state-action-pair is initialized according to some of the various proposed methods, e.g., they are all set to a fixed value or they are set to a random value, and afterwards updated according to the rule

$$Q_{t+1}(s, a) = Q_t(s, a) + \alpha \left( r_{t+1} + \gamma \max_a Q_t(s_{t+1}, a) - Q_t(s_t, a) \right),$$

(3)

where $Q_t(s, a)$ denotes the old $Q$-Value and $Q_{t+1}(s, a)$ the new one, each for a given state-action pair $(s, a)$. Furthermore, $r_{t+1}$ denotes the reward received in time step $t + 1$ and therefore is the immediate reward for the action $a_t$ taken in time step $t$. The discount factor $\gamma \in [0, 1]$ determines the fraction of estimated future rewards that is taken into account in the present step. The learning rate $\alpha \in (0, 1]$ determines how much the current experience, i.e. the current reward, is taken into account for approximating the $Q$-value.

2.2.2 Including Mutual Influence Information

After the presentation of the Q-learning algorithm, we depict how this information can be exploited to create a MI-based learning algorithm. Although we used Q-Learning as example for a learning algorithm, other techniques can be utilized as well.

The main idea is to include the parts of the configuration of a neighbor that have an influence on itself within its own state space. Considering two agents $A_1$ and $A_2$ with configuration space $C_1 = c_{1,1} \times c_{1,2}$ and $C_2 = c_{2,1} \times c_{2,2}$, where the influence measurement indicates that configuration part $c_{2,1}$ has a significant influence on agent $A_1$, we introduce this configuration part in the state space of it. The agent is then able to react to the actual configuration of its neighboring agent.

Looking into a more concrete example, we consider the Smart Camera domain that is also used for the experiments following later in Section 3. Following (Rudolph et al., 2014), a Q-learning algorithm can be designed by defining the situation and action parts: (a) the current pan, tilt and zoom configurations are used as situation (i.e. the state space), and (b) changes to these values (in terms of defined degree steps) serve as action space. More precisely, the states for each of the cameras can be of the form $[pan, tilt, zoom]$ and the actions could be the increase of pan, tilt or zoom, or the decrease of pan, tilt or zoom, or no change to pan, tilt or zoom, i.e., of the form $[\Delta X_{pan}, \Delta X_{tilt}, \Delta X_{zoom}]$, where $X_{ip}$ could be increase, decrease or no change. The actual configuration space of each camera would then also consist of the $[pan, tilt, zoom]$ configurations. But, the configuration space and state space are conceptually...
different and are not necessarily the same. Assuming that the pan of Camera 1 has a significant influence on Camera 0, we can apply the above described method of the enhancement of the state space of Camera 1. The new states could then have the form $[\text{pan}_1, \text{tilt}_1, \text{zoom}_1, \text{pan}_2]$. This enhancement of the state space will allow the camera to consider the configuration of its neighboring camera.

### 3 EVALUATION

In this section, we present the evaluation of the novel algorithm. First, we introduce the evaluation setting that is settled in the Smart Camera domain in Section 3.1. Afterwards, we show the results of the measurement of the influence in Section 3.2. Then a learning algorithm for the comparison of the performance of the algorithm is introduced in Section 3.3. At least, we show the results of the mutual influence-based algorithm and the comparison algorithm in Section 3.4.

#### 3.1 Evaluation Setting

For the evaluation, we chose a Smart Camera application setting that requires a collaboration in order to reach an optimal result. Therefore, we define the goals: (i) detect new targets, and (ii) create 3D models of targets in an area (i.e., the goal is to provide a stereo reconstruction of suspicious persons). There is some research on techniques that allow to construct a 3D model from 2D pictures from different angles, see (Menze and Muhle, 2012; Menze et al., 2013) for an example.

The experimental setup is depicted in Figure 2. There (in particular in Figure 2a), we see a top down view on three cameras, marked as black dots. Around them, we see circles in different colors that show the potential observable areas of the cameras. We can see that a collaboration between Camera 0 and 1 is necessary for an optimal behavior of the cameras. Camera 2 is not involved with the other two cameras. Therefore, a collaboration is not helpful. In Figure 2b, we see a 3D model of the scene with example targets added, represented as orange boxes. In the scenario, the targets move from left to right and leave the scene or from right to left and leave the scene.

In the performance measure, we reflect the goals mentioned before. We rate the detection of a before unobserved target with a performance of 1 and the observation of multiple cameras with a performance of 2.5 while one or multiple cameras could observe multiple targets which are then added up. We chose the difference between the two possible observations in order to reflect that a 3D reconstruction of an target is much more valuable. Experiments with other weightings between the two goals have shown only minor effects on the mutual influence detection.

#### 3.2 Measurement of Influence

Before the MI-based algorithm can be applied, it is necessary to gather the MI information for the scenario. The measurement of influence presented here is based on the results in in (Rudolph et al., 2015a). However, we present them here again in short since they are necessary for the understanding of the following results. Exemplary, we show the influence information for Camera 0. The values for the different parts of the configuration of Camera 1 and 2 are shown in Figure 1a, 1b and 1c. We see that the pan and tilt of Camera 1 are clearly more influencing than the counterparts of Camera 2. In Figure 1d, we can observe the comparison of the three parts of Camera 1. Here, the pan again has the highest measured influence, followed by the tilt. The influence of the zoom of Camera 1 is rather marginal, since the average is higher starting from 10,000 steps.

#### 3.3 Comparison Algorithm

As basis for a meaningful comparison, we chose the Distributed W-Learning algorithm (DWL) since it is a comparatively new reinforcement learning technique and is especially designed for multi agent systems. Furthermore, it has already been applied to a similar learning task in the Smart Camera domain (Rudolph et al., 2014). It has originally been proposed by Dusparic and Cahill (2010). It borrows the ideas of Q-Learning and W-Learning and extends them with a cooperative mechanism. Since Q-learning has been outlined in Section 2.2.1, we now introduce W-Learning (see Section 3.3.1) and on this basis, DWL is introduced (see Section 3.3.2).

#### 3.3.1 W-Learning

An extension of Q-learning is W-learning. It was introduced by Humphrys (1995) and addresses the problem of a too large state space, i.e. there are too many states to handle in terms of memory, or the learning will be slowed down too much through the large number of states that have to be visited in order to learn the optimal policy and therefore makes the algorithm inapplicable. The proposed solution for this problem is to split the state space according to different goals. For every part there is a dedicated Q-Learner that approximates the value of the state.
action pairs. For the update of the $Q$-values Equation 3 is used. In order to decide which W-Learner is allowed to execute its proposed action, for each W-Learner a separate W-value is introduced. It is updated using the equation

$$W_{i,t+1}(s_t) = (1 - \alpha)W_{i,t}(s_t) + \alpha \left( Q_{i,t+1}(s_t,a_t) - r_{i,t+1} + \gamma \max_{a_t'} Q_{i,t+1}(s_{t+1},a_t') \right),$$

where $W_{i,t}(s_t)$ denotes the former mentioned W-value for W-learner $i$ at time $t$ for state $s$. The parameters $\alpha$ and $\gamma$ are as in the $Q$-learning update equation (i.e. Equation 3) the learning rate and the discount factor. Equally, $Q_{i,t}(s,a)$ is the $Q$-value at time $t$ for the state-action pair $(s,a)$. For the selection of the action to execute the W-learner with the highest W-value has to be found. The action that has the highest $Q$-value within this W-learner is selected and executed.

### 3.3.2 Distributed W-Learning

In (Dusparic and Cahill, 2010), Distributed W-learning (DWL) is introduced. It is an adaption of the W-learning idea to distributed systems. Since they often create huge state spaces in most cases, a central optimization is not viable. Therefore, DWL introduces a W-learning process for each agent in the system and enhances it with remote W-learner. The architecture of the DWL decision process is depicted in Figure 3. The remote W-learner work similar to the former introduced W-learners, now denoted as local W-learner. The difference of the remote W-learner is that they use the state and reward of the neighbor agents to determine a proposed action. Through this mechanism, the neighbors can influence each others action and are assumed to find an optimal policy for the whole system. For some applications it might be useful to not value the opinion of the neighbors as high as the own. Therefore, to determine the local W-values, we use the same method as in W-learning, but, to determine the W-values of the remote policies a cooperation coefficient $0 \leq C \leq 1$ is introduced as a weight. Using a low $C$ leads to a more selfish behavior. A high value for $C$ lets the agent take its neighbors suggestions more into account. Other then stated in (Dusparic and Cahill, 2010), $C = 0$ does not lead to a fully non-cooperative behavior, since the W-values could be (and in practice sometimes are) negative. Just multiplying the remote W-values by $C$ will not lead to the desired result. Therefore, in the case of a negative W-value, we divide by $C$.

### 3.4 Results

Here, we present the results of the different algorithms. We start with some information about the results that apply for all algorithms and then present the results for DWL in Sec 3.4.1. Then, we show the performance results of the MI-based algorithm in Section 3.4.2 and discuss the results in Section 3.4.3. Since Q-learning introduces two variables, the learning rate $\alpha$ and the discount factor $\gamma$, we would like to find an optimal parameter set for the task. However, due to computational reasons it is not possible to run full parameter studies including the collaboration factor $\epsilon$ in DWL. Therefore, we run experiments with a single camera to find a parameter set for $\alpha$ and $\gamma$ that allows an optimal learning behavior. We found that $\alpha = 0.3$ and $\gamma = 0.6$ fulfills this requirement and therefore used it for both algorithms, DWL and the MI-based algorithm.

For each setting, i.e., for DWL each parameter setting and for the MI-based algorithm each situation setting, we made 20 independent runs that last 500,000 steps and use the average for the graphs, typically enhanced with the standard deviation.

#### 3.4.1 DWL

The results using the DWL algorithm are shown in Figure 4. Each bar shows the average performance of the last 20,000 steps. We see that a value of 0.2 for the Collaboration Coefficient $C$ gives the maximum value of about 96 regarding the performance measure given in Section 3.1. For the minimum value of 0.0 for $C$ DWL is equivalent to basic Q-learning and therefore has no collaboration mechanism any more. It gives a value of about 83. A collaboration factor of 0.1 and 0.3 also give a viable performance compared to the maximum value. Looking at a higher values, i.e. 0.4 and higher, we see that the collaboration does have
a negative effect since it rather achieves the performance of non-collaborative behaviour, i.e. with C=0.

3.4.2 MI-based Algorithm

The results for the MI-based algorithm are presented in Figure 5. The data is enhanced with the standard deviation. In Figure 5a, we see the performance of the Q-Learning algorithm with the states of Camera 0 extended by the pan configuration of Camera 1. We can observe that a significantly higher performance as by DWL of approximately 225 is reached meaning that the introduced collaboration allows the system to find optimal strategies. Furthermore, the introduction of the pan is already sufficient to reach this goal. In Figure 5b and 5c, the graphs are similarly shaped to the one that only considers the pan. However, the differences are in the details. If more configuration parts are introduced in the states of Camera 1, we see that the performance rises slower in the beginning (between 150,000 and 300,000 steps). But later on (between 300,000 and 500,000) the micro improvements are learned faster if all configuration parts are included. In Figure 5d, we can observe the results for the inclusion of the tilt of Camera 1 in the states of Camera 0 without the consideration of pan. We see that a near optimal behavior is not found very often, but at least sometimes. The learning of a near optimal behavior explains the jump in the graph at around 230,000 steps and consequently a much higher standard deviation afterwards. However, most runs continue to process a strategy with a sub-optimal performance, resulting in an averaged reward of approximately 90. In Figure 5e, the runs with only the zoom of Camera 1 integrated in the states of Camera 0 are shown, respectively. The results again are far from optimal, but show that few runs can find a near optimal strategy. That again causes the jump at around 120000 steps.

3.4.3 Discussion

The presented results show that the MI-based approach clearly outperforms all other approaches. DWL can give better results than a non-collaborative algorithm for some parameter settings. However, it is far from an optimal behavior even after a learning phase of 500,000 steps. Concluding the results of the MI-based algorithm, we see that the mutual influence detection method has accurately identified the most influencing part of the configuration and therefore allows to learn optimal behavior. This can be seen since the runs with the pan included clearly outperform DWL and a non-collaborative learning. We have also seen that the inclusion of the less influencing parts (tilt and zoom) does improve the results, too. But this latter improvement is less strong compared to the usage of just pan, which has been identified as less effective by the MI detection method beforehand.

4 RELATED WORK

In literature, several approach that try to formalize the mutual influences can be found. Most of these approaches focus on the influence through direct or indirect interactions. For instance, a model for interactions is proposed by Keil and Goldin (2003), but a method to detect the implicit interactions is not provided. Another approach is to use stit logic for model-
The focus of this work is on the system specification and verification and therefore differs much from the focus of our work. In (Logie et al., 2008), a data mining approach for the detection of mutual influences in multi-agent systems is proposed. Unfortunately, this is a position paper without concrete methods and results and no following works have been published yet.

The presented method has similarities with the feature selection approach that originates in supervised learning and, recently, there are some promising attempts for the adaption to systems with performance measurement, i.e. the reinforcement learning domain, such as (Parr et al., 2008; Bishop and Miikkulainen, 2013; Hachiya and Sugiyama, 2010; Nguyen et al., 2013). All of these works have in common that they do not match the presented idea of a self-adapting and self-organizing system. In particular, they do not consider autonomic entities that interact and try to maximize the system utility based on what they can sense from their local environment and their local status. In contrast, they focus on the selection of features from given input sets for the particular learning algorithms. Within this work, we focus on the detection of the influence of the configurations of other system entities.

Furthermore, a variety of contributions can be found in literature with a focus on multi-agent learning (Stone and Veloso, 2000). These works all belong to one of two categories: (i) team learning where a single learner is used for all the agents or (ii) concurrent learner where each agent has its own learner (Panait and Luke, 2005). In this work, we show how an optimal learning structure can be found in order to ensure an optimal learning behavior. We applied the technique to Q-Learning. However, other learning techniques, possibly especially designed for multi-agent systems, can benefit from the mutual influence information as well.

There are several stochastic dependency measures that could be considered. The probably most prominent instance is the Pearson Correlation Coefficient (Pearson, 1895). In addition, a variety of further measures with a similar scope exist. In order to decrease the number of candidates to be applied for the detection task, we considered the following list of characteristics that define the requirements for this purpose: (i) The dependency measure should be able to find nonlinear dependencies between random variables. (ii) The dependency measure should only be zero if there is no dependency between the random variables. (iii) The dependency measure should be able to handle discrete and continuous random variables.

The MIC fulfills these criteria most appropriately.
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