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Abstract: The Health On the Net’s Foundation (HON) Code of Conduct, HONcode, is the oldest and the most used
ethical and trustworthy code for medical and health related information available on the Internet. Until re-
cently, websites voluntarily applying for the HONcode seal were evaluated manually by an expert medical
team according to 8 principles, referred to as criteria, and associated published guidelines. In the scope of
the European project Kconnect, HON is developing an automated system to identify the 8 HONcode criteria
within health webpages. When the research on the development of such a system evolved from simple algo-
rithmic testing to a real full-content setting, it revealed a number of issues. The preceding study consisted in
taking a set of 27 health-related websites and having them assessed for their compliance to each of the 8 HON-
code criterion, first manually by senior HONcode experts, and then through supervised machine learning by
the automated system. The results showed discrepancies mainly for two criteria: “submerged content” under
the Complementarity criterion and “extremely low recall” under the Date Attribution criterion. In this article,
the authors investigate different approaches to solve the problems related to each of these criteria, namely a
customized Named Entity Recognition Model instead of a machine learning component for Date Attribution,
and a sliding window instead of the whole document as a unit of detection for Complementarity. The results
obtained show that the newly adapted automated system greatly improves accuracy: 74% vs. 41% for the Date
Attribution criterion and 74% vs. 22% for the Complementarity criterion.

1 INTRODUCTION

Despite the abundance of online health content,
the issue lies in its reliability. This problem is
particularly acute in the medical information field,
which directly involves public health (van Straten
et al., 2008; Humphrey, 2009). Efforts have been
taken to automatically label online health pages in
line with the quality of the information they pro-
vide (Aphinyanaphongs et al., 2005; Griffiths et al.,
2005).

The Health on the Net Foundation established the
HON Code of Conduct in 1996 (Boyer et al., 1999)
with a consensus of health information editors in or-
der to have common good practice criteria for online
health information. The aim of the HONcode (sum-
mary in Table 1) is to guide Internet users and patients
towards trustworthy medical information by certify-
ing health-related websites offer content that respects

a defined set of criteria. This quality label (logo or
HONcode seal) is displayed on a health website to
prove the provider is committed to implementing or
adhering to the HONcode. It can only be boasted af-
ter submission of a formal application and approval
from HON. The website is reviewed on a regular ba-
sis, and users can report misuse of the label if need be
(http://services.hon.ch/Contact/contact.pl).

Considering the HONcode certification is a vol-
untary process performed only upon request, a web-
site can be completely reliable and respect the HON-
code criteria without being certified. Indeed, while
the Internet contains thousands of health-related web-
sites, only 8,000 of them belonged to the HONcode
certified website community in 2014. This proves
a large majority of health websites do not display
the HONcode seal. Information seekers have found
a trick to identify HONcode certified websites: they
add the word “HONcode” to the health terms they put
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Table 1: The eight HON Code of Conduct (HON-
code) criteria for medical and health websites.
http://www.hon.ch/Conduct.html.

Criteria name Detail
HC1 Authoritative Indicate the qualifications

of the authors
HC2 Complementarity

Information
should support, not re-
place, the doctor-patient
relationship

HC3 Privacy policy Disclose and respect the
privacy and confidential-
ity of personal data sub-
mitted to the site by the
visitor

HC4 Attribution Ref-
erence criteria

Cite the source(s) of pub-
lished information

HC4 Attribution Date date medical and health
pages

HC5 Justifiability Site must back up claims
relating to benefits and
performance

HC6 Transparency Accessible presentation,
accurate email contact

HC7 Financial disclo-
sure

Identify funding sources

HC8 Advertising pol-
icy

Clearly distinguish adver-
tising from editorial con-
tent

in the search bar, e.g. “macular degeneration HON-
code” yielded 10 results in Google and 8 in Bing:
HONcode certified websites providing information on
macular degeneration. HON has developed the HON-
code toolbar to direct Yahoo, Google and Wikipedia
users to certified websites. However, in order to use
the toolbar, the user needs to be aware of the HON-
code and install the toolbar on his/her browser. In
2003, Ilic and al. pointed out the limitation of special-
ized search-engines due to the lower volume of health
information available because of the small number of
indexed websites. This may also be due to the effi-
ciency of the crawler that harvests the pages proposed
by the search engine (Ilic et al., 2003).

To overcome the limitations of identifying
trustworthy health websites, the European Com-
mission under the Information and Communication
Technologies (ICT) Theme of the 7th Framework
Programme for Research and Technological Devel-
opment funded the KHRESMOI project 2010-2014.
Within this project, the Health On the Net Foun-
dation collaborated with 11 partners to develop
a multilingual multimodal search and access sys-
tem for medical information and health-related
documents. Its objective was to address the chal-
lenges of retrieving relevant health information
among huge amounts of medical data, including
general medical information available online (ev-
eryone.khresmoi.eu/everyone.khresmoi.eu/; (Boyer

Figure 1: Automated system for HONcode detection with 9
distinct classifiers.

et al., 2014)). Today, HON is pursuing research on
how the ethical principles within a health website
can be identified automatically. This work is being
continued by the KConnect European project and fo-
cuses on offering an integrated solution for citizens’
use.

2 MOTIVATIONS

The automated system for the detection of HONcode
criteria illustrated in Figure 1 is described in detail
in Boyer and Dolamic, 2014. This system consists
of 9 distinct classifiers based on a machine learning
framework (Williams and Calvo, 2002) for each of
the HONcode criteria. The Attribution criterion is
divided in two distinct parts: namely Date Attribu-
tion and References. The excerpts extracted by HON-
code experts as a justification of the website’s com-
pliance to a given criterion are used as a learning/test
collection in this system. We used the standard sys-
tematic evaluation scheme with 80% of the collection
employed to train the system and 20% to assess the al-
gorithm. The Nave Bayes machine learning algorithm
with a single word tokenization and a space reduction
of 70% was used for the classifier as a result of pre-
vious publication work ((Boyer and Dolamic, 2014;
Boyer and Dolamic, 2015) and in this research). The
evaluation of the classifier on the remaining 20% of
the collection yielded good results for the Comple-
mentarity and Date Attribution criteria with a preci-
sion of 83% and 94% respectively, and a recall of 95%
for both.

After extensively testing this system with the sam-
ple collection, the next logical step was to verify its
performance on real life examples, thus comparing
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Figure 2: Complementarity criteria detected by classifier (True Positive TP) for the page http://ptinr.com/node/4478.

Figure 3: Complementarity criteria not detected by the classifier (False Negative FN) for the page http://ptinr.com/terms-and-
conditions.

it to the current manual HONcode certification pro-
cess. In the report (Boyer and Dolamic, 2015), we
compared the automated detection of the HONcode
criteria with a manual process and we obtained mit-
igated results especially for the Date Attribution and
Complementarity criteria. We also identified further
research paths to improve our first evaluation in real
life settings.

Indeed, we were able to detect two distinct prob-
lems which might be the cause of the systems poor
performance on real life examples for the two cri-
teria described above. Concerning Date Attribution,
the system was unable to detect the information if it
was displayed in numbers only (with no accompany-
ing text), e.g. 24/08/2015. Keeping the number in
the tokenization process would not be a solution as it
would require that all dates be listed in the training
set. Forcing the feature selection in this case might
result in serious system over-fitting as all the dates
could be wrongly recognized as information linked to
the last update.

Another problem we identified was that the con-
tent relevant to the Complementarity criterion was
not detected because it was submerged by the large

amount of information present on the page parsed
by the classifier. This issue was acknowledged as
the main reason for the low recall of the Comple-
mentarity criterion. Figures 2 and 3 respectively il-
lustrate the capability and the limitation of the clas-
sifier based on machine learning on different pages
of the same website (e.g. http://ptinr.com/). Fig-
ure 2 illustrates the correct detection by the clas-
sifier of the criteria related to Complementarity as
the whole page is connected to this criterion only
(http://ptinr.com/node/4478). In contrast, for the
http://ptinr.com/terms-and-condition page illustrated
in Figure 3, the system is unable to detect this cri-
terion even though it contains almost the same text as
the previous one, highlighted by the red rectangle. It
is important to notice that the http://ptinr.com/terms-
and-conditions page shows a large textual content,
sometimes related to different criteria. The Comple-
mentarity criterion corresponds to 5% of this pages
content which means it is not prominent on the page
and other criteria are proportionally more salient. So
the classifier detects the information related to the
Privacy and Advertising policies criteria, while other
criteria, such as the Complementarity, are neglected.
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We named this problem the “submerged content” is-
sue.

The Complementarity criterion-related problem
illustrated here was also present for other criteria such
as Date Attribution. To deal with this issue (Boyer
and Dolamic, 2015), we tested the effectiveness of us-
ing the sentence as the unit of classification. This ap-
proach was experimented for the Privacy and Date At-
tribution criteria on a selection of websites and proved
very conclusive, especially in relation to recall for
both criteria.

Indeed, the sentence unit provides very promis-
ing results, with 22 true positives detected by the sys-
tem out of the 24 identified manually (92% recall and
81% precision) and 20 true positive detected by the
system out of the 21 identified manually (95% recall
and 74% precision) for the Privacy and Date Attri-
bution criteria respectively. However, we determined
that using the sentence as the classification unit re-
sulted in the detection of given criteria based on a sin-
gle word. This word is usually the one which has a
very high probability for given criteria, e.g. “policy”
for the Privacy criterion, or “update” for Date Attri-
bution. Thus, in some cases, the Privacy criterion was
detected for 99% of the website pages because there
is often a link towards Privacy policy in the footer of
all health websites pages.

3 METHODS

To deal with the problems described in the previous
section, we adapted our system in two distinct ways.
For the Date Attribution criterion, even if the “sub-
merged content” problem exists, it is not prevailing.
The main problem for this criterion stems from the
vocabulary as it is quite specific. Table 2 provides ex-
amples of excerpts taken from the set of 2’794 train-
ing data for this criterion.

However, in certain cases the extracted content is
not appropriate to justify this criterion. (See † in Ta-
ble 2).

In the light of the specificity of the given
vocabulary for the Date Attribution criterion, we
opted to replace the machine learning classifier by
the Named Entity Recognition (NER) tool from
OpenNLP toolkit (OpenNLP, 2015). In order to ob-
tain good results, it was necessary to program the
NER model to recognise as many terms as those used
to refer to the element we want to identify. There-
fore, the previously mentioned corpus of 2’794 ex-
cerpts (some excerpts are shown in Table 2) was used
to train the NER model to respond to the needs of
Data attribution. The examples of the data given in

Table 2: Date attribution criterion examples of excerpts.

Extract refer-
ence

Extract content

018599.HC9 This notice of privacy practices
is effective February 1, 2010.

018597.HC9 Revised 5/11/06 12/21/01
018598.HC9 Date created: December 13,

2006
018608.HC9 last reviewed: 15 November

2010
018614.HC9 This page was last modified on

Wednesday November 24, 2010
02:53pm

021389.HC9 22/02/2013
021387.HC9 Friday, January 04, 2013

021394.HC9†
journal list: Jan 2013
impact factor: Sep 2013
resources list: Feb 2013

Table 3: NER model training data

NER model training
This notice of privacy practices is
<START:date>effective February 1, 2010
<END>.
<START:date>revised 5/11/06 12/21/01
<END>
This information was <START:date>last up-
dated on july 17, 2007 <END>
This page was <START:date>last modified on
Friday may 22, 2009 <END>02:13pm
Content last updated dynamically at
<START:date>last updated sun, 28 nov
2010 <END>13:04:08 -0600
Date of first authorisation/renewal of the
authorisation <START:date>12th april 2003
<END>

Table 3 illustrate the NER model training collection.
The 27 websites were used to identify differences be-
tween the previous machine learning method used in
the article (Boyer and Dolamic, 2015) and the NER
method used in this research.

The classifier for the Complementarity criterion
was efficient, scoring 83% for precision and 95% for
recall when evaluated systematically on 20% of the
collection. However, in the real setting, where the text
to be extracted is sometimes totally drowned by other
content related to other criteria, the use of the sen-
tence as the classification unit proved to create con-
siderable noise (False positive, e.g. pages are de-
tected as presenting a policy information which, in
fact, was only a link to the privacy policy page in the
best case) (Boyer and Dolamic, 2015). In order to
deal with “submerged content”, we tested the use of
the “Sliding Text Window” as the classification unit.

The motivation for such an approach was found in
the n-gram tokenization article (McNamee and May-
field, 2004), allowing to match parts of text without

HEALTHINF 2016 - 9th International Conference on Health Informatics

154



Table 4: The sliding window allows to zoom on the sig-
nificant content for the Complementarity criterion. A few
samples from the page of Figure 3.

No. Content of the window
3 Content The information on this Site has

been included in good faith but is for
general informational purposes only. It
should not be relied on for any specific
purpose and no representation or war-
ranty is given as regards its accuracy or
completeness. No information on this
Site shall constitute an invitation to invest
in the Company, nor should it be used
as the basis for any investment decision.
The Content of this Site is not intended as
medical advice, nor is it recommended as a

4 Completeness. No information on this
Site shall constitute an invitation to invest
in the Company, nor should it be used
as the basis for any investment decision.
The Content of this Site is not intended as
medical advice, nor is it recommended as a
substitute for medical advice. You should
always seek the advice of your doctor or
health care professional regarding any
medical condition or treatment. Neither the
Company, its affiliates, nor their respective
directors, officers, employees, agents

5 Substitute for medical advice. You should
always seek the advice of your doctor or
health care professional regarding any
medical condition or treatment. Neither the
Company, its affiliates, nor their respective
directors, officers, employees, agents, or
representatives are engaged in rendering
medical advice. Alere reserves the right
to make any changes and corrections to
this Site and its Content as and when we
consider it appropriate and without notice.
Privacy Policy AlereTMPrivacy

losing track of context. The size of the window was
established empirically. We chose to create a window
consisting of 500-characters maximum (limited to the
word boundaries) and slid it progressively 250 char-
acters at a time.

Table 4 gives examples of the different passages
for the webpage displayed in Figure 3 and highlighted
by the blue rectangle. In order for the page to be
marked as respecting the criteria, the system needs
to detect its presence on at least one window created
in such a way for this page. Information related to
the Complementarity criterion spreads in the rows 3,
4 and 5. This information is in italics.

To test the effectiveness of the above-described
methods for both the Date Attribution and Comple-
mentarity criteria, we used the same set of 27 web-
sites (+10,000 webpages) as the ones used for the pre-
vious experiments (Boyer and Dolamic, 2015). The

main motivation for using the same collection and
setup (i.e. Nave Bayes classifier in combination with
word tokenization) was to be able to compare the sys-
tem before/after directly while integrating the new ap-
proaches customized for the 2 criteria. The conve-
nience sample of 27 health websites was selected to
broadly cover HONcode potential and actual sites as
follows:

• 9 new, potentially certifiable websites. HONcode
experts estimated that these websites do conform
to HONcode, but are not yet certified;

• 9 likely non-certifiable websites. The HONcode
experts estimated that these websites would not
conform to HONcode principles when fully anal-
ysed;

• 4 newly certified websites. These websites were
recently certified for the first time;

• 5 previously certified HONcode sites chosen be-
cause they were awaiting annual reassessment.

In order to perform different research experiments
conducted over a few years, we decided to locally
retrieve the websites using the HON crawler. The
crawling was conducted in April 2014. It should be
noted that it was a good approach as several web-
sites do not exist anymore (10% of websites selected
closed down).

We have chosen to present the obtained results
using various measurements. Apart from giving the
standard classification measurements: precision (P),
recall (R) and accuracy (A); we added the contin-
gency table values: False Negative (FN), False Pos-
itive (FP), True Negative (TN) and True Positives
(TP).

4 RESULTS

Table 5 gives the results for the detection of the Date
Attribution criterion. Manual review has resulted in it
being detected for 21 out of 27 websites in the test set
(column Manual +). In the case that neither the auto-
mated system nor manual review found evidence sup-
porting this criterion, it was considered as true nega-
tive (TN), while detection by both manual and auto-
mated system is considered a true positive (TP). Web-
sites for which the criterion was detected in the man-
ual review but not by the automated system are con-
sidered to be a false negative (FN), while the ones de-
tected by the automated system, but not in the manual
review, represent a false positive (FP). In the experi-
ments which yielded the results are presented in this
table we compared the results obtained by a machine
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Table 5: Results for the Date Attribution detection with dif-
ferent techniques (N=27); Legend: Doc. Document; not
compliant; + compliant; TP True Positive; TN True Neg-
ative; FP False Positive; FN False Negative; Precision P;
Recall R; Accuracy A.

Det.
unit/
Met.

Manual
eval.
27
web-
sites

Date (Attribution) Automated
detection

+ - TP TN FP FN P R A
Doc. 21 6 5 6 0 16 100 24 41
Sent. 21 6 20 0 6 1 77 95 74
NER 21 6 19 1 5 2 79 90 74

Table 6: Zoom on supposed incorrect (FP) detection of the
attribution criterion with the NER approach.

No. Date criterion detected by NER method
1 25 August 2003‡
2 Nutrition April 30, 2013
3 last edited Jan 18, 2013‡
4 July 1, 2013‡
5 Thursday, February 21, 2013 from

9a.m.

learning approach (using two different classification
units, namely Document (Doc.) and Sentence (Sent.))
to the performance of the Named Entity Recognition
(NER).

From the results presented in Table 5, it can be
noticed that both Sentence machine learning and the
NER approach result in lower precision (77% and
79%) when compared to results obtained by the the
machine learning Document approach. However, they
also result in significantly higher recall (95% and 90%
for Sentence and NER respectively vs. 24% for Doc
and accuracy (74% for NER or sentence vs. 41% for
Doc.).

Both Sentence and NER approaches resulted in
some false positive results (e.g. 6 and 5 respectively).
Accounting for the nature of the NER detection, we
were able to find the exact values concerning these
false positives (FP) detected by the system. These val-
ues are given in the Table 6. Manual re-inspection of
the content of these documents showed that the val-
ues marked by ‡ in this table represent True Positive
detection and should have not been classified as FP.

Table 7 provides the results of the comparison
between the manual and automated approaches for
the Complementarity criterion. The legend of the
columns in the Table 7 is the same as those in Ta-
ble 5. For this criterion, we kept the machine learning
approach and varied the classification unit in order to
deal with “submerged content” without creating too
much noise.

Thus, we used Document (Doc.), Sentence (Sent.)
and Sliding Window (Win.) as a classification unit

Table 7: Results for the Complementarity criterion using
different classification units (N=27).

Det.
unit

Manual
eval.
27
web-
sites

Complementarity Automated
detection

+ - TP TN FP FN P R A
Doc. 26 1 5 6 0 16 100 19 22
Sent. 26 1 22 0 1 4 95 85 74
Win. 26 1 24 0 1 2 96 92 74

for this purpose. It can be observed in the results pre-
sented here that both Sentence and Window approach
result in slightly lower precision (96% compared to
100% for Document). On the other hand, the increase
in recall for both these approaches, when compared to
that of Document is highly significant (85% and 92%
for Sentence and Window respectively vs. 19% for
Doc.). This is also the case for the accuracy.

5 DISCUSSION

Even though with the machine learning approach to
Date Attribution detection, when a sentence is used
as classification unit, the results in the performance
are comparable to that of the NER method, closer
inspection showed two main problems. Similarly
to that for the Privacy criterion described in (Boyer
and Dolamic, 2015), this approach creates a lot
of noise for the Date Attribution criterion as well.
For example, on the webpage related to advertise-
ment policy, http://www.webmd.com/about-webmd-
policies/about-advertising-policy, when using Sen-
tence as a classification unit, the system detects
the Privacy criteria only because of the sentence:
“WebMD may change this policy at any time in its
sole discretion by posting a revised policy to the ap-
plicable WebMD Property”. This is a consequence of
the very high probability of the term “policy” for the
Confidentiality criterion. Similarly, Date Attribution
is detected in the sentence “Nosebleeds that last more
than 30 minutes require medical attention” based on
the term “last”. It is important to state that neither of
these principles is detected in the windows containing
these sentences.

The second problem remains the system’s in-
ability to detect the digit only dates. Both machine
learning and the NER approach detect the date
on the page http://roqueeyeclinic.com/roque-eye-
clinic-patient-information/eye-conditions/refractive-
errors illustrated in Figure 4. Unlike the machine
learning approach, the NER is also capable of
detecting the only digit date format 2014-07-
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Figure 4: Date Attribution criteria detected by both NER and machine learning approaches.

Figure 5: Date attribution criterion detected only when using the NER method.

15 without any textual clarification in the page
http://www.health4mom.org/reannouncement-of-
simplicity-bassinets-recall illustrated in Figure 5.

For the Complementarity criterion, the results
obtained show that the Sentence and Window ap-
proaches yield comparable outcomes. However, tak-
ing a closer look at the result details shows that the
Sentence approach results in a higher number of de-
tections based on a small number of terms. Thus,
this criterion is detected in the sentence “Point of care
testing is often described as the preferred method of
INR testing because it allows the healthcare profes-
sional to read and interpret the results while the pa-
tient waits which saves time and facilitates effective
counselling” due to the terms “healthcare” and “pro-
fessionals”. Using the window approach also solves
this problem.

Apart from the two HONcode criteria examined
in detail in this article, Date Attribution and Confi-

dentiality, we tested the effect of the Sliding Window
classification unit on the other 6 criteria. Our results
prove that this method is also efficient for criteria such
as Advertising policy or Financial disclosure provid-
ing the following improvement.

6 CONCLUSION

Based on the results presented in this article, we can
conclude that in order to achieve the optimal results
for all HONcode criteria, it is necessary to perform
customised criteria-optimisation of the system. The
results show that using the Sliding Window as the
classification unit instead of Document proves to be
a good choice not only for the Complementarity cri-
terion but also for the Advertising policy or textitFi-
nancial disclosure ones. The common characteristic
of these criteria is that they are, for many websites,
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present on the same webpage as in the following ex-
ample http://ptinr.com/terms-and-conditions.

On the other hand, for the Date Attribution crite-
rion, changing the classification somewhat improved
the system. However, for the problem of the date
in digit only format, the machine learning approach
proved to be ineffective. Consistent with results re-
ported in (Vishnyakova et al., 2014) relating to the
determination of duration in clinical trials, a simple
Named Entity Recognition tool, trained on the HON-
code specific data, proved to be the right solution to
handle numeric sequences.
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