Datapipe: A Configurable Oil & Gas
Automated Data Processor

Florent Bourgeois? and Pierre Arlautl

! Actimage GmbH, HafenstraRRe 3, 77694 Kehl, Germany
2Université de Haute Alsace, MIPS EA 2332,
12 rue des Fréres Lumiere, F-68093 Mulhouse, France
{fl orent. bourgeois, pierre.arlaud}@ecti mage.com
fl orent. bourgeoi s@bha. fr

Abstract. Exploration and Production companies need to know wherehare
oil and gas reservoirs, how much they hold, and whether theypcofitably pro-
duce oil and gas. Data collection, management and analgsibarefore central
to the industry. As in most application areas, raw data apeqssed, implying
several tools and experts interactions. Neverthelesspitren gas sector data
processes imply unusual scale of, multimodal and longdlidata alongside with
complex analysis. DataPipe is a research project fundeldebifairostars Program
of the European Commission which purpose is to develop &optaf toolkit and
pipeline for the intelligent, rule-based selection, maagnt, analysis, publish-
ing and display of heterogeneous multimodal data in therall@as sector. This
paper describes Actinote 4.0, a flexible web-based platfadnich is developed
to respond to the specified Datapipe context and is deditatéte creation of
specific domain-based process assistant applicationsatéatertified by expert
systems.

1 Introduction

Oil and Gas (O&G) are currently worldwide primary resourdesploration compa-
nies perform seismic surveys to locate reservoirs andgrgephysical properties of
the rock. These surveys generate data which have then tabesad in order to define
the profitability of the reservoir. They can be complemettgderial or satellite pho-
tography, gravitational measures. Plus, test boreholéeadtrilled to bring data with
with positional, radioactivity, temperature, porositgsistivity and other measures that
enhance the geological model. Surveys have been made f&; yalying technology
evolution. The retrieved data have then changed and thaiage also did. Improve-
ments in analytic and drilling techniques as well as shiftthie global economy [1-4]
can change decisions, so survey data have a long shelf litlepdsit that was once
uneconomic may require a new analysis and interpretatioty trears later. There are
problems of maintaining, tracking and accessing very laaea volumes for decades,
finding and mining old data from different storages, reading interpreting different
media formats and file types. The data are then multimodag-lived and difficult
to manage. The expected valuable lifetime of seismic datgasfrom four to twenty
years - up to the point where newer seismic technologies ih@keaper to re-survey
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than reprocess the data. As a result, data from many difféypas, formats and loca-
tions have to be found, managed and processed.

Over the past 20 years, geologists have built well databgseghysicists have de-
veloped ways to handle seismic data and reservoir engihagesmanaged production
data. There has been no common approach and the sepaiat&@sithave created so-
lutions with dedicated tools and procedures. Neverthgthsscurrent trend is to is to
move from unstructured collections of physical and digitaia toward structured sets
of digital exploration, drilling and production data.

Big data and High Performance Analysis are now terms comynemiployed to
refer to O&G data management in industry white papers [516d, scientific commu-
nities[7]. This is due to the massive amount of data it regmes the complexity of the
algorithms employed and the variety of data format.

Within this context, Actimage, Dalim Software GmbH, OvatiData Services Inc.
and Root6 Ltd initiated a collaboration around the DataRip®ect, which has been
selected and funded under the European program EUROSTARGPIpe aims for
proposing a solution to easily create automated data psoc@sthe domain of O&G
which can answer these different prerequisites. The prgjeal is to develop a plat-
form, toolkit and pipeline for the intelligent, rule-basselection, management, analy-
sis, publishing and display of heterogeneous multimodt orethe oil and gas sector.
It will create a flexible system to provide web-based visatlon and decision support
based on the analysis of extremely large datasets. Theptatfill be extensible to big
data mining, analysis and display in a wide range of indalstectors.

1.1 Project Goals

DataPipe will create a new approach to multimodal data memagt, data mining and
presentation, based on process modelling and metadatd-pascess automation. A
new methodology has to be implemented, in order to managertbamous data vol-
umes, the range of asset types and the processes appliegitairtithe oil and gas
exploration sector. Based on research advances in a nurhbdenains, the DataPipe
platform comprises the following elements:

— Intelligent data workflow tools to control the selection dlodv of data from mul-
tiple sources, their processing and publication on mdtpatforms.

— A data selection and management framework, which will detd the connection
to multiple data stores across different APIs and ETL system

— A DataAgent processing platform, to connect to archivingtems and tape robots,
with a Hierarchical Storage Management (HSM) system todofiles back from
storage just in time for processing.

— Access control and security systems to protect the integfitlata from unautho-
rized personnel or attack to the data store.

— A cross-platform information display system to receiveimfiation from the frame-
work and instructions from the job ticket, to tailor the piahtion.

To implement all of these goals is unsustainable for any efgtoject partners.
Indeed, they require expertise and research specific to &amy dhifferent domains. This
is why each of the firms of the project has to handle a specificgzzording to their
affinities with its themas.
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1.2 Collaborating Partners

Being a firm proposing safe and reliable storage syst@watjon Data Services Inc.
has specialised in data management for the full life cyclexgfloration data in the
exploration and production industry. Their services calkforms of seismic and well
log data transcription and migration, plus format convarsrecovery, remediation and
de-multiplexing. Their role in the project is to define thertin specific expertise, the
existing processes and their results and provide expedbteks. Aside of this, they
will have to furnish web services to access to their senvicesder to handle the data
all their stages (acquisition, processing, storage, eechieep storage, destruction) and
specify their access requirements.

Root6 Ltd ContentAgent systems address workflow problems in thetédjdilm,
video and advertising industries. The are designed to stippdti-format video media
encoding, faster-than-real-time transcoding and stregitnanscoding. Their expertise
in multiple format video transcoding processes automatedparallelized through the
creation of complex configurable workflows is currently lied to local processing.
Through this project, they aim to extend the system for Clbasged operations and
adapt their system on the multiple format data found in theala of O&G to provide
faster and automatized data processing based on paratigiuting agents.

Dalim Software GmbH specialises in software systems implementing JDF for print
in which XML elements describe all the production processas material types, re-
gardless of the individual workflow. Their solution enabtke creation of processes
combining user steps (approval), technical steps and stags (milestones) with rel-
evant results stored on databases accessible anywheuglhneb interface based on
the user identified role. They bring to the project their epe in processes designs
implying automated steps and user interactions enablingptex processes requiring
human supervision and decisions.

Actimage has been involved in many complex online projects invohdlogid-based
architecture and has wide experience of combining diffemesbile technologies. The
existing Actinote system is designed to gather and deliger-.and context-centric in-
formation for mobile professionals. The system employsatda Cloud architecture,
interacting with multiple data sources (ERP, PIM, etc.)Jackboard multi-agent sys-
tem to handle data and provide security, delivery and phiigsof user related content.
Our systems provide a solid expertise for the delivery, sgcunulti-platform and in-
telligent interface aspects of DataPipe. Based on this, @lu expertise in mobile and
recent web technology applications and requirement badatians for professionals,
our role in the project is to implement user interfaces fer¢heation of workflows co-
herent with the specific domain of application that the O&@Gteat represent, mobile
devices application for the execution, supervision of sieci support based workflows
with means of publishing and displaying the informationannfiat tailored to the user
needs.

This paper focuses on Actinote 4.0, the solution Actimageliged in the defined
context. First it details the goals and requirements spetifithe development of a
platform for the creation of domain specific based workfloylegations. Afterwards
it presents the Model Driven Engineering (MDE) approach gla&form is founded
on. There will then be a presentation of the implementatlwiaes to implement the
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method into the Actinote 4.0 platform and a demonstratiothefextensions required
to implement a reduced O&G data management as a domain spest to evaluate
the solution. Eventually the paper concludes on a revievhefrésults of the project
and further work perspectives.

2 The Solution Specification

The previous section highlighted the complexity of O&G datanagement and the
need for a solution to standard their processing which ghesicomplex and time con-
suming computer assisted activities alongside few usdsid@s making. This section
details the requirement the solution must fill through a et@kder point of view and
then explains how such a specific domain solution can beaatett to a multi-domain
data processing solution addressing a wider range of aiolics.

2.1 Requirement Analysis

In order to propose such a solution it is important to poirttthe different actors that
are likely to interact together for the generated applicetilifetime. We identified four
main users in this context.

Software Development Entity. Actimage, as a software development entity aims to
propose a solution responding to the domain needs. Thisémile generation of ap-
plication able to handle O&G data by retrieving them fromithreultiple identified
storages and to process them according to data managerpent iexorder to then ap-
ply O&G experts analyst specific processes. These proctesesesult into bankable
data that have to be reported and stored for later use.

Considering the number of experts, processes, data stoaagiedata formats, it is
not possible to create one application able to respond taméthe processes. On the
other hand, it is unthinkable to produce specific develogmenjects for every pro-
cesses. It would lead to the production of an unlimited nunatb@rojects in order to
propose to each user the specific process they want to exeituteeir specific require-
ment concerning data storages and expected results. ériothvious that Actimage re-
quires the development of a solution implying an applicatditor based on software
engineering to enable fast and easy development of dategsiog applications. Thus
Actimage will be able to software engineering solutionsgaen the specific activities
of users instead of constraining them to a rigid genericgssc

End-users. The end-user brings to the application creation processxjpertise on
his specific domain of activity, his habits and his expeotation the look and feel of
the application. The application process must assist tke inshis task and then be
a support in his common activities and not a burden. It is fingportant to give the
software architect tools to answer the user needs. It is itapbto note that the end-
users expertise implies specific business vocabularyehagap between the software
architect which manipulates software artefacts and theused languages naturally

78



Datapipe: A Configurable Oil Gas Automated Data Processor

79

arises. The solution then have to reduce this semantic g#patnit proposes to the
software architect artefacts corresponding to the endsugecabulary. The end-user
describes a data management process. This descriptioaim®tie specific data he
wants to use, which implies their format and location, tHtedent algorithms to apply,
the decisions to take according to the data and the expectpdt@and output format. A
data processing assistant like this becomes pertinent antginones if the processing
can be outsourced on a distant powerful network of computdrifathe application
is able to display the pertinent results, enables useridasisind assignation of tasks
to other users. Plus if the application present ways to adsigks to other users, it
would be possible to create processes with several end-irgeracting to combine
different expertises on the data. This requires the solutichandle device to device
communication for the assigning and the data sharing &esvi

Data Management and O&G Specialists. It is important to note that the generated
process if not correctly described can lead to not applegbbcess in the domain.
Indeed, the end-user is an expert in the analysis of spedifa. @ut we mentioned
in the previous section that before the data are in the asalgemat, they have to
be located and retrieved from several data storages, hanmegkand made accessible.
Due to the disparity of current solutions, O&G experts aexits handle such processes
butitis a burdensome task without any of their expertisesddélue. On top of this, the
algorithms of O&G experts analysis processes also implyt afselles and conditions
that only specialists knows. Besides, specification of agse can also entail errors.

Therefore, the different activities composing a full datanagement process im-
ply activities which present constraints such as specifieofarchive data must be the
last activity), specific data type as input (only unarchidedia are convertible).These
specific domains activities being at the center of the psE®st is mandatory that the
solution proposes mechanisms to handle them correctly.speeific domain knowl-
edge must be embedded in the application creation processian to assert that the
generated processes are possible and manageable cargsttierlimitation of the sys-
tem and the sciences of the data management and analyssedimmtly, an analysis
of the domain semantic must be performed on the process.

Data management and O&G specialists are then required toedé domain se-
mantic and the set of rules to apply on the system. Their otéen the description
of a prescriptive framework to strictly observe. Since salvypes of analysis can be
processed by the different applications, depending om éxgiertise target, it is of first
interest to propose the creation of rule libraries. Eactatjpembeds a specific exper-
tise domain tool, to enable the specific elements of the ¢éigpen the required process
creation and avoid to present the unnecessary elements.

Architect. At this point, Actimage solution enables the creation ofectrapplications
in the domain of O&G data management and analysis throughsthef an application
editor. The person in charge of the application creationlied the architect. The archi-
tect has to follow the end-user application descriptiorrdeoto generate an application
able to assist him and automize his activities.
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The architect goes through two activities. First he engmbes editor environment
choosing over the set of specialists libraries and impgtie necessary ones. This en-
ables the use of specific domains tools according to the sadeomain and needs. He
then performs a process engineering activity creating pipdiation within the editor
according to the description given by the end-user. Thetisnlinas then to propose
tools to compose processes implying end user centric ahddutomatic steps. Both
must present user interfaces, respectively one to enabienisraction and one for su-
pervision, enabling the end-user to oversee automatic seplutions and anticipate
upcoming steps.

The different actors interactions described are illusttan the figure 1.

-~ - ~ ~
-7 Actimage ~~_
resp/ond to needs employs
V4 N\
— — defines- > 5)2?58 <--—reads- —— %
End-gser P Architect
~ |
uses models usin
~o_Mulfills  based on  UoIE
I
application Process I
defines model |
behavior X |
t
% creates V
e
Specialists

Fig. 1. Solution actors interactions.
To resume, the solution has then to address the followingjreqgents:

— Definition of a complex process composed of automated anctaséric activities.
— Execution of process on mobile platforms.

— O&G based processes creation assistant and validation.

— Manipulation of heterogeneous data and data sources.

— Distant processes execution for optimisation and balahdevice processing load.
— Role based task assignations to users.

— Web based user interface for the creation, assignationugehasion of processes.

2.2 Solution Generalization

Until now we defined that ACTIMAGE have to furnish tools to ate O&G data man-
agement processes and to supervise the execution and mefssiich a process.
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It appears from the requirement analysis that the processasainly focused on
data managementand manipulation. Providing that the conmating services are well
handled and that the processes are validated by the datgeraaat and O&G seman-
tic when created, the format of the data in the applicatiaolserent and the user can
manage his work without worrying about the data coherence.

This solution is then based on two specific domains in ordeautomatize and
simplify the expert knowledge based process creation €3inacesses are implemented
in supervised applications, it is easy to assert that thega®status (created, running,
terminated) and it asserts that, if the application is adlyelescribed by the end-user,
there is no step in the process that can be forgotten.

Such process based applications make sense not only in ip@&Pproject con-
text but also in various other domains. In custom-made itmguthie prospect phase of
meeting the client, understanding its wishes, capturiegetivironment and estimating
the cost of the product would widely benefit of applicationattassert that the whole
process is performed, that simplify the collection of dathex from the firm store to
present the products or from the on site visit in order to wagpthe context of the sale.
This domain presents the same requirement as O&G. Thereeteeoheneous data
manipulation, such as camera pictures, measures, noterSeuser interface, cloud-
based database are the domain’s multiple data sources Whatall kinds of skills are
employed, such as knowledge on the products sold, on thersense, or on the price
calculation.

It is even imaginable to create applications meant to aesityday life activities.
Indeed, cooking, sport, handiwork are activities that camdpresented as processes,
requiring user interfaces to guide and assist them, whictswme not only data but
also materials and create results (meals, health statusandfactured furnitures re-
spectively).

It is then possible to define a common metamodel the thred eitamples corre-
spond to which. This metamodel is illustrated on the figure 2.

Thus, instead of a solution based on the verification of twoaas, Actimage pro-
poses to define a solution for the creation of multi-domabetogeneous data handling
processes. The processes are validated by their coheré&hadb@domains semantic.

The creation of the solution hence implies several modules:

— domain specific process creation editor.

— heterogeneous data manipulation and presentation inéstfa
— knowledge semantic modeling and verification.

— mobile device applications creation and execution.

The following section presents a MDE approach which was ldeped to design
Actinote 4.0, the generic solution implemented to respanthé mentioned require-
ments.

3 Model Driven Engineering Approach

As explained in the previous section, the challenges of thiipe project can not be
resolved by implementing applications for specific useesasmless a whole solution,
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Fig. 2. Processes models and metamodel.

targeting the creation of domain specific data handling ggees applications, is de-
veloped. This sections describes the structure and prodlmgic of Actinote 4.0, the
solution developed by Actimage.

3.1 Background

Model Driven Engineering (MDE) is a software developmenthod that considers
models as the first class artefacts, even considering teagtiing is a model [8, 9]. Its
purpose is to rely on models as development entities andbearate models of lower
levels or even code, mapping between models abstractiardelnevolutions, system
behaviors or applications through the use of model transfitions[10, 11].

MDE commonly defines models as a representation of an asptw world for a
specific purpose. A model never represents the full systat@rbabstraction of the sys-
tem complete enough to represent all the required featugediven use. A metamodel
is a representation of a language able to describe lowenaalish level models. All the
models described by the language are conform to the metdmidde conformance
relation thus asserts that the model is constrained by tharstic of its metamodel.

A model transformation takes a model as source and produtebhexr model as
target. A transformation metamodel is a mapping betweeadhece model metamodel
and the target metamodel.

Surveys [12, 13] proves that MDE, while being a more than tear wld method, is
still a recognized method in software industry and sevegaktbpment teams use it in
order to approach complex systems development.
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OMG's Model Driven Architecture (MDA) [14] is one MDE inittave with a three
layer structure. A Computational Independent Model (CiMpctibes the business
model (e.g. the UML grammar). Then it is transformed intovedolevel model through
the use of the language it represents. This generates araiidependent Model
(PIM) which is in our example a specific model described witllU Last, the PIM
model is transformed into a Platform Specific Model (PSM)e Glenerated PSM is the
implementation of the system described by the PIM with tedbgy specific to the tar-
geted environment. In our example can be the android apipiicaode. Even though
our approach does not matches exactly the MDA structure, Weise the CIM, PIM
and PSM terms to identify the level of this paper upcoming eted

Using models to specify the system functionalities and @ygply model transfor-
mations on them, so the implementation is generated, diegptreation of a group of
applications sharing the same description paradigm. lossible to define a Domain
Specific Language (DSL) which is a simple language optimipeda given class of
problems[15]. This class of problems is named domain. A DSabées an easily de-
scription of applications in a specific domain using a redssd of elements. Since the
language proposes a reduced set of elements, the modelpdiescand mappings are
simplified compared to general programming languages, asi€h++.

3.2 The Approach Global Structure

As described before, MDE approaches are based on models@indransformations
to describe software behavior and automize their impleatimt based on this descrip-
tion.

Thanks to MDE it is possible to describe a DSL dedicated tartbdeling of pro-
cesses. This DSL is represented by a CIM model. Moreoveartttetect editor is based
on the DSL. This architect composes the application deenipvith terms extracted
from the DSL and thus creates the application process molislmodel describes the
functionality of the application without considering threplementation specificities. It
is then a PIM model. A model transformation consumes thege®model afterwards
in order to produce the PSM corresponding application.

Nevertheless, the domain specific semantic brought by tbeiasts’ knowledge
is complex and implies deep modifications in the DSL with &ddiof domain specific
terms for the architect and, more importantly, of semahtioastraints that are hard to
represent on models.

Indeed, constraints are often added to the modeling laregbgighe addition of
files containing the constraints’ descriptions in text sasl©bject Constraint Language
(OCL). This solution presents several downsides. Comggraire placed over objects
and object relations, complex constraints are difficulndpliement with this approach.
This is a problem considering that the domains might be aquaiteplex (e.g. relying on
measure semantic). Also, they are in separated files thattbave updated in parallel
with the model evolutions. Besides, the semantics have embhi/sed on full processes
that are only limited by the end-user’s description.

In this fahsion, instead of dealing with cumbersome coirgsgrogramming, we
chose to dedicate the semantic analysis to expert systetaiseddater in this paper.
We consider that the different domains semantics do notayer
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To resume, our MDE approach’s general structure is compotédutee modules
and two model transformations that are represented on fRjurbe editor enables the
architect to model his processes with domain specific elésndre expert system anal-
yses the domain specific semantics associated to the procaiésw only the creation
of coherent processes and eventually the application irtalkdistributed product with
which the end-user interacts to execute his process.

O .

Uses Process
Editor [ >] Process Model

Architect ’T‘
A Consumes K

- T T T T T T T T 1
1 ]

Domain Model Application Model

Transformation Transformation

End-User

‘1’ Generate \1’ Generate
Domain Specific 4 Application [——-—————
Model : Model
’!\Verify : /T.\ Executes
| ; Uses
Expert | Mobile Embpdded
System 1| Application
|
|
|

Error in model

:Embedded in mobile device
Fig. 3. MDE approach global structure.

This section now provides more details on the different nieslgomposing the
approach.

3.3 The Domain Specific Language Definition

In order to be able to create, represent and produce prbesest editors and applica-
tions, we have to define a DSL able to describe all the pospibleesses models.

A standard description commonly used to model data prosdssthe workflow
modeling paradigm. Workflows are defined as the automatioa lofisiness process
presenting several activities, processing any kind of dathconnected through transi-
tions[16]. It is a widely used paradigm based on simple eldm@ctivities connected
through transitions) defined as being able to representisaydf process[17]. A large
community works on normative use of its elements[18, 19huncontext, this abstrac-
tion can be used as metamodel used to produce the procegeeserding models.

Looking at figure 2, it is possible to make a direct paralleisen the workflow
activities, their inputs/outputs and our processes’ metieh It is also possible to con-
sider a user choice as an activity that transforms two piatiefiatures processes’ path
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as the one that will be executed. The sole difference is tlakflow activities are
connected through transitions that can present conditimsse transitions conditions
might be associated to either the presence of a correcti@ssiatfng from an upstream
activity) or user actions.

Using workflows as a standard representation for our preséssetamodel presents
three major advantages. First, it is a simple abstractiahdhy software architect is
used to manipulating, which makes the editor's main elemeasy to assimilate. Sec-
ond, it is possible to propose to the architect complex gigabdmain elements as sim-
ple activities or interfaces. This reduces the semanticlgween the end-user and
the architect during the process modeling phase. This egal creation of processes
with less interactions with the end-user to require moreipeedescription. Finally, a
lot of workflows editors already exist, for example Datapiaetners already propose
solutions based on workflows created through editors. Simzse editors create mod-
els corresponding to the workflow metamodel, it is possiblege them as an editor
approach. For this to be possible, the sole requiremenaighie editor can be extended
to provide the domain specific elements to the architect éswfar the model trans-
formations to be created. Figure 4 illustrates the impatheise of several workflows
editors on the transformation between the process editbtienexpert system.

v v v

Dalim TiersA TiersB
Use workflow workflow workflow
editor editor editor
T T T
Generates | Generates | Generates |
Architect — Vv — Vv —
Dalim workflow TiersA workflow TiersB workflow
A model model model
A A A
I 1 1
Consumes ! Consumes ! Consumes :

TiersA2checker
transformation

Dalim2checker TiersB2checker

transformation Transformation

Generates ~~~__ Generates T Generates -~
S~ar— Vv P
O&G Model
Consumes 1\
—
Error in model Expert Based -
System | on 0&G semantic

Fig. 4. Use of multiple editors.

3.4 Expert Systems

An expert system, or Knowledge-based System (KBS) is an Ate3y (input, trans-
formations, output) with several blocks which understamqgert knowledge and infers
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behaviours to solve a problem in a specific task domain. Exgystems were already
used in 1986[20]. They have matured over the years and arestibwsed especially
with the rising domain of ontologies.

There are two types of knowledge[21]:

— Factual Knowledge: Deductions that an expert system shwandle as is. Similar
to the concept of axioms. This knowledge is widely sharedtgpitally found in
textbooks or journals.

— Heuristic Knowledge: The knowledge of good practice, gamtjjment, and plausi-
ble reasoning in the field. Itis the knowledge that undetlhiesart of good guessing.

It is usually said that knowledge-based systems consist@foarts: a knowledge
base and an engine. Therefore, as shown on the figure 5, thieasio generic blocks
of an expert system respectively have these two respoitisiil

Factual Heuristic
Knowledge Knowledge
Knowledge
= Base
xpert .
Svstem symbolises
Knowledge
Representation
/]\ queries
Facts Problem solving model -
(data tuples) (Paradigm)

Fig. 5. An expert system.

Thanks to this approach, we are able to ensure that the sienodithe domains
will be respected. Such a system, being able to check a doiisatso able to do so
with several domains. We did not find examples of overlapgimgains, hence our not
considering issue of different domains interactions.

3.5 Application

Since our system is meant to generate a family of applicafiondedicated domains, it

is expected that a end-user requests several applicabods#ferent processes. More-
over, the process of posting applications on stores is ctsobee and there is no control
over how to access these. The platform must provide a saoltdiensure the privacy of

the end-user’s intellectual property to prevent any unaigked access to the applica-
tion, while ensuring the delivery of the application thrbwgsimple system.

With this MDE approach, instead of creating a new applicafar each process
model, we propose to translate the model into a PSM whichritescthe expected
behavior of the application and the different interfacesdical or to services) that it
will use. Then, a unique application will handle any of thea#tions and, based on
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an interpreter technology, will execute a behaviour cqoesling to the descriptions.
The descriptions can be sent to the applicatio through ataulish methods on mobile
connected devices, automatically providing the new preoteshe application once it
has been created and verified. Combined to a login logic,allosvs us to propose a
unique application to group and execute any of the proceélsesnd-user requests.

The interpreter executes the application’s behaviourraieg to the workflow ac-
tivity. Each activity is a milestone in the execution thaher starts a process on data
or request a choice from the user. The application then @gwires to be able to read
the workflow and compose interfaces according to the desmmgpmade in the models.
That’s why the application must know the editor’s differefgments in order to be able
to interpret them on execution.

Hence, we can propose an application for the different iexjsnobile platforms
which then can handle any of the process models. Which makeagproach able to
target multi-platform mobile devices.

Through this section, we presented a Model Driven Engingesipproach which
enables the creation of a family of multi-domains well-fded processes applications.
The next section presents an overview of Actinote 4.0, thieege implementation of
such an approach.

4 Actinote 4.0 Implementation

The later section presented an MDE approach which answhesdamplex require-
ments of Datapipe project. This section presents the Agf@rsolution Actinote 4.0,
implemented following the presented approach. Severalldetre considered to be out
of the scope of this paper due to the industrial nature of tihatisn. This especially
encompasses the different model transformations thathwifi not be described.

4.1 The Editor

The editor is the module that is meant to be used by the aoth@enodel the process
executed by the application. We stated that such procedgesrgraphical interfaces,
workflow activities and data management. The lack of stahgdescesses has encour-
aged our project team to give users a sense of intuitivengb&iway they can model
their activities. The transfer of their operational pracago the Actinote 4.0 platform
is made accessible with a graphical approach: the arcleixéects the flow of the end-
user’s process in a nodal diagram (which looks similar to iéefistate graph) and the
description of their constraints.

This normalization and meta-modelling ensures the rditghof the data stores.
Not only will the homogeneity of this assemblage facilitie computational discov-
ery of patterns in the inputs, but it will also allow the gdtion of safeguards based on
the specific domains. Since all inputs need to be specifieceantherated, there is in
fact no way for the mechanism to be semantically ambiguouag.iAcoherence can be
spotted beforehand, insuring the integrity of the busikessvledge.

The basic metamodel representing the editor DSL is illtestran the figure 6.
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actionValue actionFlow

Action S Variable
Flow
Activity —CYs! View Widget
workflow document
Process Document
Model Model

Fig. 6. Actinote 4.0 DSL's metamodel.

With the language represented by this metamodel it is plesilwiescribe any pro-
cesses. The workflow is modeled as activities chained teg#though flow links. Each
activity presents a graphical user interface composedvefrabwidgets. A widget is a
graphical interface element that enables to give accespléyi and manipulation) to
data or make decisions for the end-user. Variables areaatisins of the data manip-
ulated by the process. The document model groups all thetliatanust be retrieved
as the process result in order to automatically generatpattedn action is a specific
domain process to apply on a set of data. Some common or cemgiiens, such as
the retrieving of multi-storage data in O&G context, areedltb the editor when a spe-
cific domain is imported. The architect also can implemeat# actions with a nodal
diagram dedicated for the data processing. Actions areedtaither by an activity or
by user interactions on widgets.

During our test activities, we observed that the semanticrgduction brought by
the use of our DSL and the abstraction of complex processé@s@astable actions
did not only help the architect understand the end-useiifspdomain vocabulary, but
it also enabled the end-users to edit their own workflows. @osolution, as long as
it provides the different complex operations of the procas®lement of the editor,
enables the end-user to model his process model himself.

Therefore Actinote 4.0 is a good fit for the industry becati$ecuses primarily on
the designing of forms and the web-visualisation of analyssults. The whole idea
behind this work resides in the opportunity for an expert ¢orélieved of the time-
consuming task load that converting data into a generic framrepresent. Thanks to
this effort, geologists, geophysicists and engineers cantlve DataPipe platform and
toolkit to publish and display heterogeneous multimod& datheir realm of expertise.
The principle of this responsibility decoupling is that vaparate the business logic of
the process into three parts: the orchestration of its floth Wie activities, the algo-
rithmic aspect of each of its steps with actions and the désigof the display that
will provide the users with a mobile access to the proceds thi¢ widgets. It becomes
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thus possible to partition the effort for different emplegevith different qualifications.
Not only will domain-specific experts have the ability to arager process for virtualiz-
ing and structuring production data without requiring amytigular skills in software
development, but the technical operators and decision rmakié be able to run the
predefined scenarios independently.

4.2 Workflow Validation

We mentioned in the previous section that the process mbdels to be validated in
order to implement them into applications. This implem&ataapproach adds several
users and platforms-based validation requirements. Themrkflow validation goes
through multiples checks:

— Permission and access rights, which may require verifyirgdoherence of the
rights.

— Semantic analysis of fields use and their types.

— Semantic analysis of domain specificities with expert syste

— Vacuity and halting tests (the workflow must have steps riegchend).

— Responsiveness aberration tests for small displays.

— Consistency checks of the actions graph (which is a set ofigthgnic nodes).

— Syntaxic analysis of the actions graph.

— Syntaxic analysis of the activities graph.

— Check of all unused elements (may they be variables typssurees, event graph
parts).

Much of these requirements are resolved by the editor'suagg with typing of
actions, variables and widgets and are out of the scopesop#per. We will only detail
the expert system validation process.

Rules Engine Implementation of an Expert System.The Actinote 4.0 expert sys-
tem encodes knowledge in first-order predicate logic and thee Prolog language to
reason about that knowledge. It hence uses a rules engife) i8tthe most common
implementation of an Expert System and based on rules.

The knowledge is represented with a set of production rusehlata is matched
to the patterns described by these rules with algorithmis aadrete Algorithm.

The solving entity is thus an inference engine (a.k.a. Retdo rules system),
which uses either forward or backward chaining to infer ¢osions on the data.

It's worth noting that, although conclusions are usuallyiied, their being here
inferred shows that we indeed deal with Artificial Intelligee, so the system makes
conclusions as humans would.

The figure 7 shows what the expert system thus becomes. Rietise that the
Knowledge Base is not explicitly added on the diagram. Theficgion between a
knowledge base and the way it is represented in our systersuilly made on pur-
pose: in a rules engine, we call knowledge base the set ofiptiadh rules, and not the
actual knowledge that the experts have in their brains.
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Production Rules System

(Production) Rule
+ Condition(IF)
+ Action (Then)
+ Weight / Reliability

1..n
Knowledge
Representation
Rete Forward
Algorithm Chaining .
Facts (Rules) Solution
(data tuples) Inference Engine

Fig. 7. An expert system based on forward-chaining.

4.3 Data Management

The first target for Actinote 4.0 is to answer to the aforeriwer@d O&G domain data
management complexity proposing a front-end to managathreous amount of data
and their heterogenous nature.

Big-data Choice. Actinote 4.0 has a native support of MongoDB sets of database
MongoDB is the most used documental database which putsntipbasis on multi-
datacenter scalability, resulting in big-data model fléitiband performance. Big-data
mining, analysis and display in a wide range of industriatees is made possible with
this choice.

The data locality of MongoDB instances is an appropriatevengo the needs of
0&G data management companies in terms of data. Not only BloagoDB handle
billions of documents, but it also sustains hundred of thods of database atomic
operations per second, making it a suitable system for aimgydata. Since it?s also
multiplatform, MongoDB can be scattered all across the glwbunite important seis-
mic statistics and pieces of information.

Horizontal Scaling. All the unstructured collections of physical and digitatalaf the
0&G data management companies may be dispatched in seddats of exploration,
drilling and production data. The data can then be split different shards, meaning
there will be different MongoDB servers for different rasge data. For instance, one
may divide the stores geographically and have non-oveilggmmutable chunks for
each predefined ?location? field corresponding to each @midering the built-in
geospatial indexes in MongoDB querying system, explor@syiits of decades of tapes
end other capturing data is ensured to remain performant.
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Theoretically, there is always the possibility to includgadoop framework to solve
storage and processing problematics in a distributed wampliter clusters can thus
be accessed to run complex analytics and data processing/aji-Reduce jobs.

4.4 Application

In accordance to the diversity of available media with théate 4.0 software, it's also
worth mentioning that it consists on mobile devices of a Qigation, which enables a
good homogeneity of resulting behaviors on all platformee Support of many features
such as camera, contact list or network connections arelddunt the same way on
all platform and the compatibility on most devices (eitheri®S and Android but
also BlackBerry 10 for instance) remains assured. Anotbsitige consequence of this
choice is the integrated ergonomy of the OS: Qt frameworlptdep the operating
system it is running on so that it can use the standard apiprimaceach graphical
component. By doing so, the operators who are running theasios can keep the
devices they are used to work on and we don?t have to hanitare= to change.

Network of Stores. The structured sets of data are organized in a web of seradrs a
services which are all put together with the cloud computirazured by Actinote 4.0.
The uniformity contract of the sets at our disposal can beenpadcticable by including
converters and aggregators of data, or more generally EStesys, all with the purpose
that they are reunified in the beforementioned big-datareelseIn practice, one will
firstly design a process, with the benefit webservices and EBVacation. Secondly,
the recorded knowledge will need to be digitized when naualrsave exists in com-
puter understandable formats. Last but not least, thisugstred aggregation will be
merged and redistributed by means of sharding. This datagiprocess will maintain
the sporadic existence of data with but two main differenties data will be normal-
ized so by construction rather easy to browse and the ictetatween all stores will
be specified to ensure every piece of information is obtdénaiv the network. The on-
tological approach of metrology subjects is a good starirfiarpreting the production
and exploration data which has been performed by Actim&je[2

4.5 Simple Oil & Gaz Implementation

We now present a simple example of the modules modificatiop$ied by the use of
a specific domain knowledge. Lets imagine that O&G processesomposed, instead
of complex data management activities, of simply four défe data manipulation op-
erations: search, format, compare and store.

Search is based on a webservice which returns the data frelaced world area. It
can return either numbers or string data depending on thiel\eoga (emulate different
data storages).

Format allows to format a data into the requested formathéf selected data is
already in the correct format, it simply does nothing.

Compress is able to compress a number data.
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Store is used to create a uniformed storage. It requireshibatata has been com-
pressed.
We will call this domain small O&G in this example.

DSL Additions. In order to handle small O&G processes, the editor requirpsitpose
to the user elements derived from our specification.

The data manipulation operations are actions. A specifiorafitr each of the oper-
ations is added in the DSL. Since these actions are obvidistinct we also propose to
create one type of activity for each operation. These digs/ivill call the correspond-
ing actions when the user validate their execution.

The Search activity proposes the architect to enter the wédihe area in the world
to search the data for and returns the result.

Format enables the architect to choose the variable to fothmexpected output
format (strings or numbers) and the variable in which toestorlt requires the output
format and the variable types to be identical.

Compress let the architect choose the variable he wantty epmpression on. It
requires the variable to be a number.

Store enables the architect to select the variable to dt@iso allows him to choose
a storage database to target. This parameter is shareddmealistores.

The language also get two type of variables: string and nusndecording to the
manipulated types by small O&G operations. Compressedidatat a type of data
because we consider since the compression is a non destrapgration.

The Expert System. Our expert system is fairly simple because the variable atid-a
ities typing validates most of the constraints brought leydbmain semantic. Thought,
the compressed status of data being not inferred in the gsavedel it is the expert
system role to handle it. Also, the type of the data returned bearch action has to
he modeled in the knowledge base in order to assert thatrsaations stores data in
corresponding type variable.

The knowledge base is then composed of facts concerning#nelsareas and rules
to verify that search and compress activities are correszraling to the expert knowl-
edge. This knowledge being: search activity is always pteddy a compress activity
and store activities variable type and storage returnea ahatst correspond. Listing
1 shows the prolog knowledge base. The transformation afge®model to specific
domain model consumes a small O&G process model and geser&towledge base
extension which contains the different activities, actiand variables facts:

Application Modifications. In order to be able to execute small O&G processes, the

application must be upgraded. It is mandatory to providéheoapplication the code
to execute when actions are executed. The GUI widgets camptize small O&G
activities are standards validation and data display vigldeence there is no further
development required to adapt the application to the newifipdomain.
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Listing 1. Small O&G knowledge base.
dat aArea(string, asia).

dat aArea(string, europe).

dat aAr ea( nunber, Areri ca) .

dat aArea(string, Affrica).

searchVerification(ID) :- searchActivity(lID, Area, VarlD),
vari abl e(Var | D, Type),
dat aArea( Type, Area).

storeVerification(StorelD) :- activityFl owm Sourcel D, Storel D),
conpressActivity(SourcelD, ).
storeVerification(StorelD) :- activityFl owm Sourcel D, StorelD),

storeVerification(Sourcel D).

Transformations. Both the process model to specific domain model and procedsimo
to application model have to be modified. Indeed, the mapginigce and target models
changed, hence they have to be augmented with the new g&aiivities and variables.

Results. It is now possible to use the small O&G editor to create preegsverify them
and implement their behavior in a multi platform applicati¢igure 8 illustrates two
processes modeled with an editor. The first one presentsrankercause there is no
compression activity before the store activity. The secomelis the corrected version
of the first process which is validated by the expert systdeade, notice that figure 8
is an illustration of the process model. It is not producethwlie Actinote 4.0 current
editor.

This example shows that the addition of a domain specific énptlatform induce
modification in all the modules of the MDE approach. But, otitese modifications
have been made once, it is possible to generate as manyediffgrocesses based on
this specific domain asserting that they will be correct bgstaiction. Moreover, as
stated before, the editor created becomes easy enoughttelend-user model his
processes himself.

5 Conclusion and Further Works

This paper presented that an established fact of the daia i@&G sector is that its in-
terpretation relies heavily on human skill and experieseésmic data can be huge (up
to hundreds of petabytes) and full of noise that needs to buaily cleaned. In order
to justify the goal of the DataPipe platform, met by coopegwith a variety of spe-
cialists in a European project context: to alleviate wog thould still be performed by
human professionals. After a review of the different progakeholders requirements,
this paper presented Actimage model driven engineeringoagh to fulfill them. The
paper then present an overview of the solution created tly &ipg approach: Actinote
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(A) A
[ search | [ format [ store |
Area : europe Type : number DB : local
Type : string

B)

[ search | format store |
Area : europe Type : number DB : Jocal
Type : string

compress

_J

Fig. 8. small O&G processes models. (A) a model with a missing coepaetivity. (B) a vali-
dated model.

4.0 and how it is able to create, validate and implement mgmetific based data man-
agement processes.

Many products have been designed to solve the issues thex@tas industry is
facing. The adaptivity of the product being a factor of theruacceptance, it seems
therefore only clear that filling the gap between the usedstha architect, as much
as the gap between the noisy content and the normalized foisressential. Hetero-
geneousness of formats having been a major subject of trendilgas field for the
past decades, it has been settled in the DataPipe projedititeg control to industry
specialists was the best approach to counter this envirotahdisparateness. The in-
teractive Actinote 4.0 platform is the result of cloud-béemgineering in that it uses
adaptive behaviours to lower expectation differences betwndividuals and their de-
vices. This brings a flexibility which can be perceived as tlyat for the support of
diverse digital intelligence media. Besides, the seisrties of contents are arranged
in a ubiquitous manner, hence an improvement of adjustabildata for both datamin-
ing and analysis purposes. The multiplatform aspects obihelso mentioned in this
article play an important role to the business logic adapiabne can observe using
DataPipe software on mobile instruments or displays.

Datapipe project brought to Actimage knowledge in the expgstem implemen-
tation and use. The size, context and complexity of the ptqjeoved to be a perfect
opportunity to explore the MDE domain and apply it in, notyogeneric, but domain
specific, user described, processes creation.

The interactions with the project partners allowed Actimsmacquire deep knowl-
edge on specific domains such as the Oil & Gas data managetientint and the
film industries. The collaboration in a multicultural coxttéke Datapipes one brought
some ideas and solutions that would never have rise otherwis
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Further works implies a deeper relation between the parttereenhance the cur-
rent O&G knowledge database and then confirm the presenprdagh scalability to
industrialisation. Another current experimentation is tmplementation of other spe-
cific domain knowledge. Actimage currently works on a metgyl based declination
of Datapipe. And we also expect to test the two domains coatioin.
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