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Abstract: Current trends in organization restructuring focus on the social relationships among the organizational actors in order to improve the business process. Proposed business process model restructuring approaches adopt either social network discovery or rediscovery techniques. Social network discovery uses semantic information to guide the affiliation process during its analyses, whereas social network rediscovery uses structural information to identify groups in the social network. In this paper, we propose a hybrid method that exploits both knowledge discovery and rediscovery to suggest a new structure of a business process model that is based on performers clustering. Using the context concept, the proposed method applies a hierarchical clustering algorithm to determine the performer partitions; the algorithm uses two newly defined distances that account for the semantic and structural information. The method is illustrated and evaluated experimentally to analyze its performance.

1 INTRODUCTION

Among the recent research efforts to making Business Process Management (BPM) more efficient, several researchers have been investigating restructuring techniques that are centered on the organizational perspective or people (Oinas-Kukkonen et al., 2010). The main hypothesis of these techniques is that social relationships among people or organizational units affect the overall performance of the business process model. Starting from this hypothesis, several researchers have been examining how to apply the concept of social network and its analysis methods to business process modelling. Their objective is to restructure the organization so that its business process model becomes more "efficient".

The so-far proposed approaches adopting social network techniques for BPM can be divided into two categories: social network rediscovery (Van der Aalst et al., 2005) (Choi et al., 2007), (Song and Van der Aalst, 2008) (Hong et al., 2012) (Boulmakoul and Besri, 2013), and social network discovery (Battsetseg et al., 2013) (Kim, 2013). Social network rediscovery-based approaches extract structural information from the business process event logs to identify the connections among the performers or organizational units, e.g., work transfers (Hong et al., 2012).

In contrast, social network discovery-based approaches explore the semantic perspective of a business process model (e.g., the performers' roles) to identify the social relationships among organizational performers and units. Certainly, both the structural and semantic information within an organization are correlated and influence one another. Hence, using exclusively either a rediscovery approach or a discovery approach reduces the scope of possible analyses that can be made. Consequently, this may reduce the domain of possible restructuring solutions.

Our objective in this paper is to use both the knowledge discovery and rediscovery approaches to find an affiliation of well-connected performers (the structural aspect) that have similar profiles (the semantic aspect). To do so, we introduce a new definition of affiliation that includes both aspects, and a new community detection method based on the new definition. The community detection method uses two new distances we define to account for the semantic and structural aspects. It is based on a hierarchical clustering algorithm that partitions the performers (actors and/or organizational units) into
sets of well-connected performers with similar profiles. The connection reflects the structural/work flow dependencies among the performers within the organization, whereas the profile similarities reflect the semantic relationships among them—e.g., in terms of their affiliation to a pool and to a lane, their assigned roles, and their permissions to perform the activities.

Once the performer communities are identified, we can apply the set of graph optimization rules we proposed in (Khlif and Ben-Abdallah, 2015). These rules combine the semantic and structural aspects to reduce the control flow complexity of a business process modelled in the Business Process Modelling Notation (ISO/IEC 19510, 2013).

The remainder of this paper is structured as follows: Section 2 overviews existing approaches for organization restructuring. Section 3 presents the definition of the context concept. Section 4 shows how the new context concept can be used in a method for identifying performer affiliations. In section 5, we summarize the presented work and outline its extensions.

2 RELATED WORK

2.1 Rediscovery-based Approach

Adopting a rediscovery approach, (Boulmakoul and Besri, 2013) combine structural analysis with Q-analysis and Social Network Analysis (SNA) techniques. SNA plays an important role since it evaluates the relationships among performers, roles, units and even an entire organization (Stanley and Katherine, 1999). This kind of analysis can extract important information to improve the flow of communication in an organization and it allows managers to discover the way the work is being done in the informal way (Noel et al., 1979).

To re-engineer an enterprise organization, (Boulmakoul and Besri, 2013) define a set of operations applicable along two viewpoints: Organizational and performer status. They show how several framework and toolkit can be used for process mining of the organizational perspective, visualizing and analyzing the organizational structure.

In (Hong et al., 2012), the authors present a methodology to derive an organizational structure. The methodology has four phases. The first one collects source data from BPMN models measured by transfer-of-work metrics; the metrics were defined to derive relations between resources from process logs (Van der Aalst et al., 2005) (Choi et al., 2007), (Song and Van der Aalst, 2008).

In the second phase, the BPMN model is transformed into a process network that is diagnosed, in the third phase, by five problem-oriented approaches: verticality of workflows, degree of bottlenecks, core competence of business processes, authority that corresponds to the position, and degree of business cooperation.

The aforementioned works are based only on knowledge rediscovery relying on the structural aspect. They can identify central nodes in the network and they can take measures over the structure of the social network model such as node centrality, node betweenness, density, geodesics distance, diameter, connectivity of the graph, etc.

2.2 Discovery-based Approach

Besides the rediscovery approaches, other approaches focused on discovering social network knowledge through exploring the human perspective of a group of models (Ahn et al., 2014).

More specifically, the authors in (Battsetseg et al., 2013) (Kim, 2013) propose an approach for the workflow-supported affiliation networking knowledge discovery. They propose various formalisms (Kim et al., 2014) and algorithms to model, discover, and visualize the workflow performer-role affiliation networking knowledge from an Information Control Net (ICN) based workflow model.

In the discovery-based approaches, the profile information is typically represented as a matrix used by algorithms to discover and analyse performer-role affiliation networking and activity-performer affiliation. In the affiliation network, performers are linked through their joint participation in performing roles. Conversely, roles are assigned to the performers who are involved in the roles. Through the performer-role affiliation networking knowledge, it is possible to visualize in a workflow model how performers and roles are simultaneous.

2.3 Discussion

Existing approaches deal with each type of knowledge separately. However, using either social network knowledge rediscovery or social network knowledge discovery reduces the scope of the information that can be extracted: An affiliation presents a well-connected performer but not necessarily similar in terms of theirs profiles. In addition, an affiliation may be composed of similar
but loosely connected performers. In other words, such separate use of the knowledge may lead to inefficient restructuring solutions, which would impact the organization performance.

3 STRUCTURE AND SEMANTICS BASED CONTEXT

BPMN provides for the modelling of tasks assigned to actors/performers. Hence, a BPMN business process model $P$ can be seen as a social network model $(G(V,E),C_p)$ where:

- $G(V,E)$ is an undirected graph representing the structure of the business process, with $V$ being the set of $n$ nodes representing the performers (i.e., the actors in the BPMN model), and $E$ being the set of $m$ edges connecting the nodes (i.e., the flows in the BPMN model); and
- $C_p$ is the semantic information of the network model.

Table 1: Tabular representation of the semantic information $C_p$ in a social network model.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Features</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Actor1</td>
<td>IdLane</td>
<td>IdTask</td>
<td>...</td>
<td>1</td>
</tr>
<tr>
<td>Actor2</td>
<td>0</td>
<td>1</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The semantic information $C_p$ represents the individual information of each performer in the business process model: which tasks are performed by the actor, and each actor’s lane membership. It is defined as a matrix of $n$ x $m$ features. Each node (i.e. performer) in the business process is described by one row of features we call instance. The features included in $C_p$ may cover the functional, informational, organizational and behavioural contexts, or a combination of them. Table 1 shows a tabular representation of an example of $C_p$.

The context concept is used to divide the set of features into subsets according to different perspectives (Curtis et al., 1992). The features provide for the discovery of unseen information belonging to each perspective (functional, informational, behavioural and organizational) and related to each performer.

The functional perspective (Curtis et al., 1992) represents what process elements are being performed. The BPMN main concept that reflects this perspective is Activity. In this perspective, the feature that can be derived is IdTask, IdSubProcess. In addition, since the informational perspective is represented in terms of data (Curtis et al., 1992), the data input and data output can be used as a set of features. Furthermore, the organizational perspective represents where and by whom process elements are performed (Curtis et al., 1992). The main BPMN concepts that reflect the organizational perspective is Lane and Pool. The information that can be derived from these BPMN concepts is IdLane and IdPool.

With the aforementioned concepts, we can now define, for each node, the context which is a particular set of values for each feature.

**Definition 1:** (Context $C_p$). Given a set of features $F$, a context $C_p$ is one of the $m$-combinations of the $m$ elements of $F$. Note that $C_p \in F^m$.

**Definition 2:** (Augmented social network model $P^+$): Given a social network model $(G(V,E),C_p)$ where $G$ is the graph representing the structural aspect, $C_p$ the semantic aspect as a context, the augmented social network model is defined as $P^+(G,C_p,A)$ where $A$ is the affiliation variable that is derived from $G$ and $C_p$.

The affiliation variable $A$ of an augmented social network $P^+$ can be derived either from the structural aspect, contained in $G$, or from the semantic variables contained in $C_p$. In the first case, we assume that $C_p = \phi$; this means that the determination of the affiliation $A$ becomes a general problem of graph clustering. Note that graph clustering approaches use only the structure to find cohesive groups. For $G(V,\phi)$, only $C_p$ is available, the affiliation variable $A$ can be generated using traditional data clustering methods that use (typically) vector representations of the data. Using this data these methods produce groups of close elements according some distance measure.

There is a gap between the available clustering approaches designed for each one of these cases. This gap opens a new study field, looking for new ways to generate affiliation variables that integrate the structural and the semantic aspect.
4 CLUSTERING STRUCTURAL AND SEMANTIC ASPECTS

The main objective of our work is to use both structural and semantic aspects of a business process model to restructure it based on the social network. To do so, we need to generate the performer partitions which are the result of a clustering process. The obtained performer affiliation should represent groups of well-connected and similar performers.

Figure 1 presents the general diagram of our adopted structural and semantics clustering.

Figure 1: Performer affiliation using the structural and semantic aspects.

First, the context \( C_P \) from the social network model is used to find an auxiliary affiliation of performers based on the semantic aspect \( A_{SEM} \). This affiliation contains groups of similar performers. It is obtained by the semantic information represented by a proposed distance called Task-Lane \( D_{A-P-L} \). This distance is used to determine the number of tasks and lanes that are different for any pairs of actors. In addition, to account for the structural aspect, the semantic distance \( D_{A-P-L} \) is multiplied by the structural distance \( D_P \) which expresses the proportion of the sequence flow connecting the performers. The integration of structural and the semantic aspects produces a new performer’s affiliation \( A_{SEM-STR} \) that contains information from both aspects.

Finally, in order to cluster the performers, we adopt the hierarchical algorithm (Kantardzic, 2002) to our domain to generate the partition groups of the performers according to the similarities of their features and the relationships between them. The steps of our agglomerative hierarchical clustering are presented in Algorithm 1. This algorithm has two main advantages: it requires no a priori information about the number of clusters required, and it is easy to implement.

Algorithm 1
Let \( X = \{x_1, x_2, x_3, ..., x_n\} \) be the set of data points.

1. Begin with the disjoint clustering having level \( L(0) = 0 \) and sequence number \( m = 0 \).

2. Find the least distance pair of clusters in the current clustering, say pair \( (r), (s) \), according to:

\[
d[(r),(s)] = \min d[(i),(j)]
\]

where the minimum is over all pairs of clusters in the current clustering.

3. Increment the sequence number: \( m = m + 1 \). Merge clusters \( (r) \) and \( (s) \) into a single cluster to form the next clustering \( m \). Set the level of this clustering to \( L(m) = d[(r),(s)] \).

4. Update the distance matrix, \( D \), by deleting the rows and columns corresponding to clusters \( (r) \) and \( (s) \) and adding a row and column corresponding to the newly formed cluster. The distance between the new cluster, denoted \( (r,s) \) and old cluster\( (k) \) is defined in this way:

\[
d[(k),(r,s)] = \text{mean average } d[(k),(r)], d[(k),(s)]
\]

5. If all the data points are in one cluster then stop, else repeat from step 2.

4.1 Example
To illustrate our approach, we will use the “supply management business process” shown in Figure 2.

The task assignment to actors and lanes are listed in Table 2. Table 3 shows the corresponding binary affiliation matrix “Activity-Performer-Lane”.

Each row in Table 3 expresses a vector of features representing one actor. In our example, we aim to cluster the actors which belong to the same pool: “supply management process”. We used the following features: IdTask to represent which tasks are performed by the actor, and Id-Lane to express each actor’s lane membership.

An “Activity-Performer-Lane” (A-P-L) affiliation network model is graphically represented by a bipartite graph, and it is mathematically represented by an affiliation matrix (see Table 3).
Table 2: Tasks assignment to actors and lanes.

<table>
<thead>
<tr>
<th>Tasks Label</th>
<th>Task ID</th>
<th>ID Actor</th>
<th>Id Lane-task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request purchasing</td>
<td>T1</td>
<td>A1</td>
<td>L1</td>
</tr>
<tr>
<td>Post a RFP</td>
<td>T2</td>
<td>A1</td>
<td>L1</td>
</tr>
<tr>
<td>Elaborate contract</td>
<td>T14</td>
<td>A4</td>
<td>L3</td>
</tr>
<tr>
<td>Check RFP negotiation</td>
<td>T3</td>
<td>A1, A2, A3, A4</td>
<td>L2</td>
</tr>
<tr>
<td>Select-supplier</td>
<td>T5</td>
<td>A1, A2, A3, A4</td>
<td>L2</td>
</tr>
<tr>
<td>Launch order</td>
<td>T6</td>
<td>A1, A2</td>
<td>L1</td>
</tr>
<tr>
<td>Check clauses contract</td>
<td>T7</td>
<td>A4</td>
<td>L3</td>
</tr>
<tr>
<td>Sign contract</td>
<td>T8</td>
<td>A4</td>
<td>L3</td>
</tr>
<tr>
<td>Quantitatively and qualitatively check</td>
<td>T9</td>
<td>A5, A6, A7</td>
<td>L4</td>
</tr>
<tr>
<td>Reconciliation order invoice</td>
<td>T10</td>
<td>A5, A6, A7</td>
<td>L4, L5, L6</td>
</tr>
<tr>
<td>Return products</td>
<td>T11</td>
<td>A5</td>
<td>L4</td>
</tr>
<tr>
<td>Put items in stock</td>
<td>T12</td>
<td>A6</td>
<td>L5</td>
</tr>
<tr>
<td>Establish a payment</td>
<td>T13</td>
<td>A7</td>
<td>L6</td>
</tr>
</tbody>
</table>

Each entry $x_{ij}$ of the A-P-L matrix is filled according to the following rule:

$$x_{ij} = \begin{cases} 1 & \text{if performer, A}_i \text{ is affiliated with activity, T}_j \text{ or lane L}_j \\ 0 & \text{otherwise} \end{cases}$$

Based on Table 3, we calculate the first distance $D_{A-P-L}$ as the Euclidean distance between two actors (two vectors in Table 3). $D_{A-P-L}$ determines the number of tasks and lanes which are different between a pair of actors. Table 4 shows the values of the activity-performer-lane distance.

The second calculated distance is the flow distance $D_F$:

$$D_F = \frac{1}{N^F} + 1 - \frac{1}{N^{FT} + 1}$$  \hspace{1cm} (1)

where: $N^F$ is the total number of sequence flows sent directly from one actor to another, and $N^{FT}$ is the total number of sequence flows in the model. This distance represents the distance between actors in terms of how work is moved among them. The 1 added in the denominators is to avoid a division by 0. Table 5 lists the $D_F$ values for the running example. Based on $D_{A-P-L}$ and $D_F$, we calculate the total distance as follows:

$$D = D_F \times D_{A-P-L} + \epsilon(d_F + d_T)$$  \hspace{1cm} (2)

We add $\epsilon(d_F + d_T)$ in formula (2), in order to avoid the case of a null distance when $D_F = 0$ and $D_{A-P-L} \neq 0$ and conversely. We suppose that $\epsilon = 0$. 

Figure 2: BPMN example: Supply management business process.
Table 3: Binary affiliation matrix “Activity-Performer-Lane” of Figure 2.

Table 4: Euclidian distance $D_{A-P-L}$ between actors.

Table 5: The $D_F$ distance between actors.

Table 6: Total distance $D$ between actors.

Table 6 summarizes the total distance $D$ for the running example. This distance matrix is the input to the hierarchical clustering algorithm to determine the actor affiliation.

To illustrate the application of this task, we next show how the classification objective, making homogeneous and distinct groups, can be mathematically formalized by using the concepts of intra-class inertia (Kantardzic, 2002). The goal is to find the partition $K$ classes whose inertia intra class is minimal.

The inertia is defined as follows:

Let $G$ is a group of individuals partitioned into $nbg$ classes $g_1, g_2, ..., g_{nbg}$.

The intra-class inertia $I$ is equal to:

$$ I = \frac{1}{nbg} \sum_{i=1}^{nbg} \sum_{e_i \in g_i} d^2 (c_1, c_2) $$

where $$ d^2 (c_1, c_2) = \left( \frac{|e_1|}{2} \right)^2 $$

(3)

4.2 Application of Hierarchical Algorithm Clustering

Hierarchical clustering is a method of cluster analysis that seeks to build a hierarchy of clusters. We used the agglomerative strategy for hierarchical clustering which a "bottom up" approach: each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy. The linkage criterion determines the distance between sets of observations as a function of the pairwise distances between observations. In our example, we use the average linkage clustering. The following steps are conducted over the running example:

**STEP1**: Each observation is in its own cluster: {A1}, {A2}, {A3}, {A4}, {A5}, {A6}, {A7}. The input distance matrix (L = 0 for all the clusters) is the total distance shown in Table 6.

In the first step, the inertia is equal to zero: $I_i = 0$

**STEP2**: Based on the input distance matrix, the nearest pair of actors are (A5, A7), (A5, A6), and (A6, A7). We select for example, A5 and A7, at distance 0.127. These actors are merged into a single cluster called "A5/A7". The level of the new cluster is L (A5, A7) = 0.127 and the new sequence number is $m = 1$.

Then we compute the distance from this new compound object to all other objects. In average link clustering the rule is that the distance from the compound object to another object is equal to the mean average distance from any member of the cluster to the outside object. So the distance from "A5/A7" to A6 is chosen to be 0.127, which is the average distance from A5 to A6, and A6 to A7.
After merging $A5$ with $A7$, we obtain the following matrix representing the clusters:

$$\{A1\}, \{A2\}, \{A3\}, \{A4\}, \{A5, A7, A6\}$$

Table 7: Distance matrix for step 2.

<table>
<thead>
<tr>
<th></th>
<th>$A1$</th>
<th>$A2$</th>
<th>$A3$</th>
<th>$A4$</th>
<th>$A5, A7, A6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A2$</td>
<td>0.16</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A3$</td>
<td>0.262</td>
<td>0.24</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A4$</td>
<td>0.24</td>
<td>0.265</td>
<td>0.262</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$A5, A7, A6$</td>
<td>3.66</td>
<td>3.57</td>
<td>3.1</td>
<td>3.66</td>
<td>0</td>
</tr>
<tr>
<td>$A6$</td>
<td>3.66</td>
<td>3.57</td>
<td>3.1</td>
<td>3.66</td>
<td>0.127</td>
</tr>
</tbody>
</table>

We calculate then the inertia that corresponds to this step: $I_2=0.0026$.

**STEP3:** In this step, because $\min d(i,j)=d((A5/A7),A6)=0.127$, then we merge "$A5/A7$" and $A6$ into a new cluster called $\{A5, A6, A7\}$, which gives us $L((A5/A7),A6)=0.127$, $m=2$.

Table 8: Distance matrix for Step 3.

<table>
<thead>
<tr>
<th></th>
<th>$A1$</th>
<th>$A2$</th>
<th>$A3$</th>
<th>$A4$</th>
<th>$A5, A7, A6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A2$</td>
<td>0.16</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A3$</td>
<td>0.262</td>
<td>0.24</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A4$</td>
<td>0.24</td>
<td>0.265</td>
<td>0.262</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$A5, A7, A6$</td>
<td>3.66</td>
<td>3.57</td>
<td>3.1</td>
<td>3.66</td>
<td>0</td>
</tr>
<tr>
<td>$A6$</td>
<td>3.66</td>
<td>3.57</td>
<td>3.1</td>
<td>3.66</td>
<td>0.127</td>
</tr>
</tbody>
</table>

The derived clusters are: $\{A1\}$, $\{A2\}$, $\{A3\}$, $\{A4\}$, $\{A5, A7, A6\}$ and the inertia is $I_3=0.0032$.

**STEP4:** Because we have $\min d(i,j)=d(A1/A2)=0.16$, then we merge $A1/A2$ into a new cluster called $\{A1, A2\}$. At the end of this step, we have $L(A1/A2)=0.16$, $m=3$ and the distance matrix shown in Table 9.

At the end of this step, the obtained clusters are: $\{A1, A2\}$, $\{A3\}$, $\{A4\}$, $\{A5, A7, A6\}$ and the inertia is $I_4=0.0099$.

Table 9: Distance matrix for step 4.

<table>
<thead>
<tr>
<th></th>
<th>$A1, A2$</th>
<th>$A3$</th>
<th>$A4$</th>
<th>$A5, A7, A6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1, A2$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A3$</td>
<td>0.251</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A4$</td>
<td>0.252</td>
<td>0.262</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$A5, A7, A6$</td>
<td>3.61</td>
<td>3.1</td>
<td>3.1</td>
<td>3.66</td>
</tr>
</tbody>
</table>

**STEP5:** Because we have $\min d(i,j)=d((A1/A2), A3)=0.251$, then we merge $A1/A2$ with $A3$ into a new cluster called $\{A1, A2, A3\}$. Thus, we have: $L((A1/A2), A3)=0.251$, $m=4$ and we obtain the distance matrix of Table 10.

Table 10: Distance matrix for step 5.

<table>
<thead>
<tr>
<th></th>
<th>$A1, A2, A3$</th>
<th>$A4$</th>
<th>$A5, A7, A6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1, A2, A3$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A4$</td>
<td>0.257</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$A5, A7, A6$</td>
<td>3.55</td>
<td>3.66</td>
<td>0</td>
</tr>
</tbody>
</table>

At this step, the obtained clusters are: $\{A1, A2, A3\}$, $\{A4\}$, $\{A5, A7, A6\}$ and the inertia is: $I_5=0.019$.

**STEP6:** $\min d(i,j)=d((A1/A2/A3), A4)=0.257$ which leads to merging $A1/A2/A3$ with $A4$ into a new cluster called $\{A1, A2, A3, A4\}$.

At merging $A1/A2/A3$ with $A4$ we obtain the distance matrix of Table 11, the clusters: $\{A1, A3, A2, A4\}$, $\{A5, A7, A6\}$ with an inertia $I_6=0.034$.

Table 11: Distance matrix for step 6.

<table>
<thead>
<tr>
<th></th>
<th>$A1, A2, A3$</th>
<th>$A4$</th>
<th>$A5, A7, A6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A1, A2, A3$</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$A4$</td>
<td>0.251</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$A5, A7, A6$</td>
<td>3.55</td>
<td>3.66</td>
<td>0</td>
</tr>
</tbody>
</table>

**STEP7:** Finally, we merge the last two clusters at a level of 5.2. As depicted in figure 3, the inertia reaches its highest value in this step. We can see that the difference between the inertia values in two consecutively steps increases from step 5 to step 6. The obtained result shows that the difference between the inertia in a time (t) and (t-1) must not exceed $\varepsilon$. $I^{(t)}-I^{(t-1)} \leq \varepsilon$.

Figure 3: The inertia curve during the six iterations.

In this example, the clustering at step 5 is considered optimal: $\{A1, A2, A3\}$, $\{A4\}$, $\{A5, A7, A6\}$. Based on this clustering, we obtain three lanes: the first lane contains the actors $\{A1, A2, A3\}$. The second lane contains the actor $\{A4\}$ and the last lane contains the actors $\{A5, A7, A6\}$.
4.3 Experimental Evaluation

To evaluate the obtained inertia threshold, we worked on forty business processes models. In this empirical study, we applied the hierarchical algorithm to forty business process models, and we calculated the inertia for each case. The results showed that the best clustering is obtained in 36 models with a threshold inertia value that does not exceed 0.015.

5 CONCLUSIONS

The information contained in a socio-semantic network is tied both to certain features pertinent to individual performers (semantic information) and their organizational relationships (structural information). Such information allows to perform more comprehensive analyses over the network from different perspectives, which provides for better restructuring decisions.

Unlike existing the approaches which use one type of information, in this paper, we proposed an approach for social network restructuring that uses both structural and semantic information. Our approach relies on the definition of the concept of context which augments the social network with semantics pertinent to the business process. In addition, it uses two new distances that account for semantics pertinent to the business process. The approach for social network restructuring that uses both structural and semantic information is tied both to certain features pertinent to individual performers (semantic information) and their organizational relationships (structural information). Such information allows to perform more comprehensive analyses over the network from different perspectives, which provides for better restructuring decisions.

We are currently defining a graph-based method that uses the obtained clusters to restructure an organization. This method extends our preliminary identified set of rules for transforming a BPMN model into a behaviourally equivalent one (Khlif and Ben-Abdallah, 2015).
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