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Abstract: This paper introduces how predictor-based control principles are applied to the control of human emotion – 
excitement and frustration – signals. We use changing distance-between-eyes in a virtual 3D face as a 
control signal. A predictor-based control law is synthesized by minimizing control quality criterion in an 
admissible domain. Admissible domain is composed of input signal boundaries. Relatively high control 
quality of excitement and frustration signals is demonstrated by modelling results. Input signal boundaries 
allow decreasing variation of changes in a virtual 3D face. 

1 INTRODUCTION 

As virtual environment already became a part of our 
daily life including computer games, learning 
environments, social networks and their games, 
there is a need to prevent children and adults from 
harmful effects that can cause addiction to virtual 
environment or even various mental diseases (Calvo 
et al, 2015, Scherer et al, 2010). For this purpose, a 
control mechanism for human state regulation is 
needed. Brain-computer interfaces and applications 
are one of the means that help to regulate human 
state and emotions in different environments and 
circumstances (Graimann et al, 2011, Tan and 
Nijholt, 2010). We use EEG-based signals because 
of their reliability and quick response (Sourina and 
Liu, 2011; Hondrou and Caridakis, 2012).  

We have investigated predictive input-output 
structure models for exploring dependencies 
between virtual 3D face features and human reaction 
to them in Kaminskas et al. (2014), and Vaškevičius 
et al. (2014) as a person is used to react quickly to 
the smallest face feature changes (Willis and 
Todorov, 2006). Predictive models are necessary in 
the design of predictor-based control systems 
(Åström and Wittenmark, 1997, Clarke, 1994, 
Kaminskas, 2007) 

This paper introduces how predictor-based 
control principles are applied to the control of 
human emotion signals (excitement and frustration). 
We use changing distance-between-eyes in a virtual 
3D face as a control signal. 

2 INPUT-OUTPUT CONTROL 
PLANT 

A virtual 3D face with changing distance-between-
eyes was used for input as stimulus (shown in a 
computer monitor to a volunteer) and EEG-based 
pre-processed excitement and frustration signals of a 
volunteer were measured as output (Figure 1). The 
output signals were recorded with Emotiv Epoc 
device that records EEG inputs from 14 channels 
(according to international 10-20 locations): AF3, 
F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, 
AF4 (Emotiv Epoc specifications). A dynamic 
stimulus was formed from a changing woman face. 
A 3D face created with Autodesk MAYA was used 
as a “neutral” one (Figure 1, left). 

 

Figure 1: Input-Output scheme. 

Other 3D faces were formed by changing 
distance-between-eyes in an extreme manner 
(Figure 2). The transitions between normal and 
extreme stages were programmed. “Neutral” face 
has 0 value, largest distance-between-eyes 
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corresponds to value 3 and smallest distance-
between-eyes corresponds to value -3. 

 

Figure 2: A 3D virtual face with the smallest (left), normal 
(middle) and the largest (right) distance-between-eyes. 

Values of the output signals – excitement and 
frustration – vary from 0 to 1. If excitement and 
frustration are low, their values are close to 0 and if 
they are high, their values are close to 1. The signals 
were recorded with the sampling period of T0=0.5 s.  

Dependency between virtual 3D face feature 
(distance-between-eyes) and human emotions 
(excitement or frustration) are described by input-
output structure linear model (Kaminskas et al, 
2014): =  (1)

where 

= , 
= 1 , (2)

 is an output (excitement or frustration),  is an 
input (distance-between-eyes) signals respectively 
expressed as  = , 		 =  (3)

with sampling period ,  is a constant value,  
corresponds to noise signal, and z-1 is the backward-
shift operator (z x = x ).  

Eq. (1) can be expressed in the following form: = − , (4)

Parameters (coefficients  and , degrees m 
and n of the polynomials (2) and constant ) of the 
model (1) are unknown. They have to be estimated 
according to the observations obtained during the 
experiments with the volunteers (Kaminskas et al., 
2014).  

3 DIGITAL PREDICTOR-BASED 
CONTROL WITH 
CONSTRAINTS  

A predictor-based control law is synthesized by 
minimizing control quality criterion  in an 
admissible domain Ω  (Kaminskas, 2007): ∗ : → min∈  (5)= − ∗ 	 (6)Ω = : ,| − ∗| 	 (7)

where M is a mathematical expectation sign, ∗  is 
a reference signal (reference trajectory for emotion 
signal), 	 and  are input signal boundaries 
(smallest and largest distance-between-eyes), 0 
are the restriction values for the change rate of the 
input signal, and sign | | denotes absolute value.  

Then solving the minimization problem (5)-(7) 
for one-step prediction model 

| = 	 (8)

the control law is described by equations  

∗ = min x , ∗ , ,		if	 ∗max x , ∗ − , ,		if	 ∗	 (9)

= − ∗ − ,	 (10)= 1 − 	 (11)

where z is a forward-shift operator ( = ). 
If the roots of polynomial = 	 (12)

are in the unity disk 1, : =0, = 1,… , ,	 (13)

then from (10) and (11) the following equation is 
correct = 1 ∗ −

− .	 (14)

If a part or all of polynomial (12) roots do not 
belong to the unity disk, factorization of 
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polynomial		  is performed (Åström and 
Wittenmark, 1997).  

4 MODELLING RESULTS 

Experiments consisted of two phases. In the first 
phase human emotional signals (excitement and 
frustration) as reactions to three types of dynamical 
3D face stimuli (testing input) were observed. 
According to these observations input-output model 
 

 (1) parameter estimates were calculated. Using 
these estimates in the second phase, dynamical 
virutal 3D face features were formed according to 
control law (9)-(11) (control input). The control 
tasks were to maintain high excitement levels and 
low frustration levels (reference signals). In this case 
control efficiency can be evaluated by a relative 
measure:  ∆ = | − | ∗ 100%	 (15)

where  is an average of output  (excitement or  
 

 
Figure 3: Excitement control (volunteer no. 1, female), when = 1/ (left) and = 6/ (right). Top: solid lines denote 
reference signals ∗, dotted lines denote output (excitement), and dashed lines denote output ; middle: control input 

(distance-between-eyes); bottom: testing input (distance-between-eyes). 

 
Figure 4: Excitement control (volunteer no. 3, male), when = 1/ (left) and = 6/ (right). Top: solid lines denote 
reference signals ∗, dotted lines denote output (excitement), and dashed lines denote output ; middle: control input 

(distance-between-eyes); bottom: testing input (distance-between-eyes). 
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Figure 5: Frustration control (volunteer no. 4, female), when = 1/ (left) and = 6/ (right). Top: solid lines denote 
reference signals ∗, dotted lines denote output (frustration), and dashed lines denote output ; middle: control input 

(distance-between-eyes); bottom: testing input (distance-between-eyes). 

 
Figure 6: Frustration control (volunteer no. 5, male), when = 1/ (left) and = 6/ (right). Top: solid lines denote 
reference signals ∗, dotted lines denote output (frustration), and dashed lines denote output ; middle: control input 

(distance-between-eyes); bottom: testing input (distance-between-eyes). 

frustration) as a reaction to testing input, and  is 
an average of output  (excitement or frustration) 
as a reaction to control input. These measures are 
given in Table1 and Table2. 

Table 1: Efficiency of excitment control.  

Volunteer no. 
∆ ,% = 1/  = 6/

1 (female) 119.9 133.6 
2 (male) 90.1 103.6 
3 (male) 205.6 205.5 

Table 2: Efficiency of frustration control.  

Volunteer no. 
∆ ,% = 1/  = 6/

1 (female) 35.8 35.1 
4 (female) 39.0 36.6 
5 (male) 40.3 40.8 
6 (male) 27.4 30.4 

Excitement and frustration control results are 
shown in Figs. 3-7. 
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Figure 7: Frustration control (volunteer no. 6, male), when = 1/ (left) and = 6/ (right). Top: solid lines denote 
reference signals ∗, dotted lines denote output (frustration), and dashed lines denote output ; middle: control input 

(distance-between-eyes); bottom: testing input (distance-between-eyes). 

Modelling results show that using predictor-based 
control with constraints a sufficiently good quality 
of human emotional signals control can be reached. 
Excitement level can be raised up to 2 times in 
comparison with testing input, and frustration level 
can be lowered by 1/3 in comparison with testing 
input. Control quality is influenced by a control 
signal variation speed which is limited by the 
parameter  of the admissible domain. This 
parameter allows decreasing control signal variation 
which is usually high in predictor-based control 
systems without constraints. 

5 CONCLUSIONS  

Predictor-based control with constraints was applied 
for controlling human emotions (excitement and 
frustration) when reacting to a dynamic stimulus 
(virtual 3D face with changing distance-between-
eyes).  

Sufficiently good control quality of excitement 
and frustration signals is demonstrated by modelling 
results. Input signal boundaries allow decreasing 
variation of changes in a virtual 3D face. 
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