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Abstract: We describe a method for the human pose estimation in a video sequence. We propose a new mathematical model of a human pose in a video sequence, which incorporates motion and pose parameters. We show that the model of (Park and Ramanan, 2011) is a particular case of our model. We introduce a framework to infer an approximation of the optimal value in the proposed model. We use an exact algorithm of motion parameters estimation to reduce complexity of inference. Our approach outperforms results of (Park and Ramanan, 2011) in the most complicated video sequences.

1 INTRODUCTION

Video analysis is an extremely important task in computer vision and machine learning. It means a construction of a high-level video description, that can include:

- description of the scene geometry;
- description of people in the video sequence;
- person parameters in each video frame including location and pose;

High-level video description has a lot of potential applications. The security surveillance is one such example. Moreover, the results of video analysis can be applied for the efficient compression based on high-level representation of the input video.

In the paper we focus on the Human Pose Estimation (HPE). We are interested in an estimation of a human pose in a whole video sequence jointly. An accurate description of a human pose in the input video sequence makes it possible to reduce complexity of the estimation of such global person attributes as a physique and a color of clothes.

The lack of efficient and highly accurate techniques of video analysis significantly reduces practical usage of video surveillance systems. Let us assume that it is required to find in the input video sequence a dark-haired man in yellow T-shirt and blue trousers. In average a human operator had to watch a half of the input video sequence to find such person. An automatic technique of a person description construction would significantly reduce complexity of this problem. For an accurate person description it is insufficient to have only approximate location from object tracking. Head, body and limbs should be localized as well.

We propose a new method for human pose estimation in video sequence. The main contributions of our work are:

- We expand mathematical model of the human pose in a video with the hidden parameters. That parameters describe motion of the observed human.
- We show that the basic model of (Park and Ramanan, 2011) is a particular case of ours.
- We convert the problem of an optimal hidden state estimation to an inference in a Linear Dynamical System (LDS).
- We introduce a framework for human pose estimation in a video based on MCMC sampling technique. The proposed framework allows approximate inference of both local (depends on a single frame and its direct neighbors) and global parameters (depends on all frames of the input video sequence).

2 HPE VIA SAMPLING

2.1 Task Definition

Two main approaches to human pose definition exist. The traditional approach defines human pose in terms of a set of human body parts (fig. 1, a). A head, a
The output of the algorithm is:

- video sequence \( W = \{ I_t \} \); 
- trajectory of the person \( Ba = \{ B_t \} \).

The output of the algorithm is:

- human pose in the input video sequence. It means

2.2 Basic Model

Our research was inspired by the work of (Park and Ramanan, 2011) on human pose estimation in video sequence. They use the mathematical model of human pose in a still frame (Yang and Ramanan, 2011) and expand the inference algorithm. Compared to the previous method the extension by (Park and Ramanan, 2011) allows inference N-best configurations from the model, ensuring that they do not overlap according to some user-provided definition of overlap.

Moreover, they include a simple temporal context from neighboring frames in the model. It allows them to select better pose hypothesis in each frame of the input video sequence. This way they converts the problem of the human pose estimation in video to the following maximization task:

\[
P^* = \arg\max \text{Score}(Pa)
\]

where \( \Phi(P_t) \) is the score of candidate pose \( P_t \) computed by the proposed detector, and \( \Psi(P_t, P_{t-1}) \) is the (negative of the) total squared pixel difference between each joint in pose \( P_{t-1} \) and pose \( P_t \).

A set of available inference algorithms is the key distinction between human pose models in still frame and in video. A dynamic programming algorithm is usually applied to infer optimal pose in a still frame. However, it cannot be utilized to infer the optimal set of poses in video. Indeed, the poses in instant of time \( t_1 \) and \( t_2 \) are conditionally independent given a pose at instant of time \( t \in [t_1, t_2] \) at least. Therefore, inference with the dynamic programming algorithm requires \( O(L^{2K}) \) elements stored in memory, where \( L \) is a number of possible joint locations in the frame and \( K \) is a number of joints in the model. The authors use an approximate algorithm. They restrict the possible poses in each frame with best hypotheses. It makes the dynamic programming tractable.

2.3 Proposed Model

We use the same model of human pose in a still frame of (Yang and Ramanan, 2011), but with different temporal context. The temporal context of the original model requires the shift of joint location between subsequent frames to be small. In practice, this constraint is a poor motion model for a majority of body joints. For example, the Brownian movement and the constant motion with the same velocity have equal impact to the objective function.
Therefore, we propose to use another temporal context. Our temporal context prefers constant motion of the joints. We are aware of the model doesn’t fully correspond to the joint motion models observed in practice. For example, a knee has a periodical motion model during walking. This periodicity is specified by the a cyclicity of a step. We choose the proposed model as a simple and sufficient approximation.

We add velocity parameters for each joint to the pose model to formulate the proposed motion model. Therefore, the human pose \( P \) in a still frame \( I \) is defined by the human scale parameter \( S \) and the joint parameters \( \{ j^k \}_{k=1}^K \). The latter parameters include joint locations \( \text{Pos}^k \) and velocities \( \upsilon^k \) in the following form:

\[
P = S \cup \{ j^k \}_{k=1}^K, \quad j^k = (\text{Pos}^k, \upsilon^k)
\]

The objective function is similar to the one utilized by (Park and Ramanan, 2011):

\[
\text{Score}(P_a) = \sum \Phi(P_j) + \sum \Psi(P_t, P_{t-1})
\]

The temporal context is divided into two components:

\[
\Psi(P_t, P_{t-1}) = \Psi_j(S_{t-1}, S_t) + \sum \Psi_j(J_j^i, J_{j-1}^i, S_{j-1})
\]

The first component prefers the pose to have the same size in all frames of the input video sequence:

\[
\Psi_j(S_{t-1}, S_t) = -\frac{1}{2} \left( \frac{S_t - S_{t-1}}{S_t - \sigma_t} \right)^2
\]

And the second component has a form of a Linear Dynamical System:

\[
\Psi_j(P_j^i, P_{j-1}^i, S_{j-1}) = -\frac{\sum \phi^{-1} dP_j^i}{2S_{j-1}^2}, \quad dP_j^i = (P_j^i - AP_{j-1}^i)
\]

The proposed model corresponds to the constant motion model with presence of normally distributed error.

We want to notice that if the person scale parameter does not change in the video sequence \( S_1 = S_2 = \ldots = S_N = S \), the basic model (Park and Ramanan, 2011) is a particular case of ours with the following parameters:

\[
\alpha_p = 2\alpha S, \quad \alpha_v \rightarrow \infty
\]

2.4 Inference Algorithm

The proposed modification of the pose model makes dynamic programming unsuitable for inference in such model. The main reason for this is a dependence of the velocity values on joint locations in all frames of the video sequence.

Therefore, we use a MCMC sampling technique to estimate the optimal value of the proposed score function. We sample a set of hypotheses from the distribution \( p(P_a | W) \propto \exp(\text{Score}(P_a)) \) to estimate the optimal set of poses in the input video sequence. We use the Metropolis–Hastings algorithm for sampling (alg. 1). The sample with the highest score is chosen as an approximation of the optimal solution. We want to notice that the algorithm requires a transition model \( p(Pd | Pa_{t-1}) \) to sample from the specified distribution. It defines the way of construction new hypothesis \( Pa' \) from the previous one \( Pa_{t-1} \). An acceptance probability of the constructed hypothesis is computed in the following way:

\[
\text{Acc}(Pa' | Pa_{t-1}) = \min \left( \frac{p(Pd | W)p(Pa_{t-1} | Pa')}{p(Pa_{t-1} | W)p(Pd | Pa')}, 1 \right)
\]

It is important to notice that the Metropolis–Hastings sampling algorithm imposes insignificant limitations to a form of the optimized function. The only limitation is an existence of the partition function of the distribution \( p(Pd | W) \). Therefore the proposed pose model in a video sequence can be extended with such global attributes of the observed human as a color of clothes and a physique.

2.4.1 Transition Model

The sampling algorithm requires the transition model \( p(Pd | Pa_{t-1}) \) to sample from the specified distribution. All of the proposed steps of the transition model change only the pose joints locations and the scale parameters. Given the joint’s locations we can optimally select hidden state values, as will be described in the next section.

In our experiments we use several types of steps to construct a new hypothesis of a set of human poses in the video sequence:
Algorithm 1: An approximate algorithm of the human pose estimation.

Data: \( W, D \)

Result: \( Pa \)

\[ Pa_0 = \left\{ \arg \max_{P_t} p(P_t|I_t) \right\}_{t=1}^N; \]

for \( l = 1 \) to \( L \) do

1. a random perturbation in human joint locations at the instant of time \( t \);
2. a propagation of the human pose from the instant of time \( t - 1 \) to the next instant of time;
3. a linear interpolation of the human pose in the interval \([t_1, t_2]\);
4. a replacement of the pose at the instance of time \( t \) by one of hypothesis constructed by the algorithm of (Park and Ramanan, 2011).

All of the proposed steps require the time instance \( t \) or the interval \([t_1, t_2]\) to be chosen. We want to notice that the choice of the interval is equivalent to choice of two instants of time. To speedup convergence we make the algorithm to prefer instances of time that have smaller confidence of the pose estimation correctness:

\[
\tilde{\xi}(t) = \Phi(P_t) + \frac{1}{2} (\Psi(P_t, P_{t-1}) + \Psi(P_{t+1}, P_t))
\]

\[ p(t) \propto \max_{\xi} \xi(t) - \tilde{\xi}(t) \]

The first step type adds a small perturbations in the human joint locations and scale parameter at the instance of time \( t \). This modification has the following form:

\[
Pos_{t+1}' = Pos_t' + \beta S_t;
\]

\[
S_t' = S_t + \gamma
\]

\[
\beta \sim N(0, \beta_p^{-1} I_{2 \times 2})
\]

\[
\gamma \sim N(0, \gamma_p^{-1})
\]

The second step type modifies a human pose at the instance of time \( t \) by the propagation of its pose from the previous instance of time and addition a normally distributed noise according to (2). It uses the motion parameters to construct more likely hypothesis. For the first pose in the input video sequence this type of steps is equal to the previous one.

The third step type modifies a set of the human poses in the interval \([t_1, t_2]\). All poses inside the interval are constructed by a linear interpolation between the poses directly preceding and following the interval.

The fourth step type exploits only a set of hypotheses from the constructed by the human pose estimation algorithm in the still frame. It replaces a pose at instance of time \( t \) with one of hypotheses from the constructed set. It prefers hypotheses that match the proposed temporal context, i.e. minimize \( \Psi(P_t, P_{t-1}) + \Psi(P_{t+1}, P_t) \).

The fourth step type allows the inference algorithm to use high-scored poses found in a still frame. It speedups optimization in earlier stages. In figure 2 we demonstrate an area, where the best pose hypotheses were found. In other hand, it makes the inference sensitive to mistakes of human pose detector in a still frame (fig. 2 b). Therefore, we add the first three types of steps to deal with this problem.

2.4.2 Hidden State Estimation

As described above, the transition model modifies only joint locations and the scale parameters. Therefore the joint velocity values should be estimated. We choose the optimal values of the velocity parameters after each type of steps. In other words we chose values of the velocity parameters that maximize the score function:

\[
V_t = \arg \max_{Pa} \text{Score}(Pa)
\]

Velocities of the different joints are independent given the joint locations in the proposed model of the human pose in a video. Consequently, the velocity parameters of each joints can be estimated separately.

The form of the term \( \psi_f(J_t, J_{t-1}, S_{t-1}, \gamma_{t-1}) \) implies that the function \( \text{Score}(Pa) \) is factorized accordingly to the graphical model presented in the figure 3 given
the human joint locations and the scale parameters. Therefore the velocity of each joint can be estimated efficiently.

We break the term \( \Phi_j \) into unary and pairwise terms based on the joint velocity parameters (we skip parameters of the terms to simplify description):

\[
\psi_j = \psi_j^{(u)}(V^j_j) + \psi_j^{(v)}(V^j_j, V^{j-1}_j)
\]

The unary and the pairwise terms have the following form:

\[
\begin{align*}
\psi_j^{(u)}(V^j_j) &= \frac{E_{1}^{(u)} \Sigma_p^{(u)} E_{1}^{(u)^{\top}}}{2S_j^{(u)^{\top}} - 1} \quad \Delta \psi_j^{(u)} = \Delta Pos_j^{(u)} - A^u V^j_j,
\psi_j^{(v)}(V^j_j) &= \frac{E_{1}^{(v)} \Sigma_p^{(v)} E_{1}^{(v)^{\top}}}{2S_j^{(v)^{\top}} - 1} \quad \Delta \psi_j^{(v)} = Pos_j^{(v)} - A^v Pos_j^{(v)},
\end{align*}
\]

In this form the problem of a posterior velocity estimation is equal to the inference problem in the following Linear Dynamical System:

\[
\begin{align*}
\Delta \psi_j^{(u)} &\sim N(A^u \Sigma_j^{(u)}, \Sigma_p^{(u)}) \\
\psi_j^{(u)} &\sim N(A^u \psi_j^{(u)}, \Sigma_j^{(u)}) \\
\psi_j^{(v)} &\sim N(\mu_0, \Sigma_0) \\
\psi_j^{(v)} &\sim N(\Theta^{(v)}_{2 \times 1}, \Sigma_j^{(v)} = \Theta^{(v)}_{2 \times 2}) \\
\psi_0^{(v)} &\sim N(0, \Theta^{(v)}_{2 \times 1})
\end{align*}
\]

where \( \Delta \psi_j^{(u)} \) is a set of observed normalized velocity values of the human joint, \( \psi_j^{(v)} \) is a set of normalized values of the hidden velocity parameters:

\[
\begin{align*}
\Delta \psi_j^{(u)} &= \frac{\Delta Pos_j^{(u)}}{S_j^{(u)}} \\
\psi_j^{(v)} &= \frac{V^j_j}{S_j^{(v)}}
\end{align*}
\]

We use the Kalman filter with the RTS smoother (Rauch et al., 1965) to estimate the optimal values of the joint velocity.

We simulate a prior distribution on each component of the velocity parameters in the first frame with the normal distribution with dispersion going to infinity. Consequently, it indicates an absence of a prior preferences on the velocity. It implies the following modifications in the Kalman filter:

\[
\begin{align*}
K_1 &= A^u (A^u A^u)^T \quad \mu_1^f = K_1 \Delta \psi_1^f \\
\Sigma_1^f &= (A^u A^u)^{-1} A^u \Sigma_1^f (A^u A^u)^{-1}
\end{align*}
\]

We estimate the values of \( \psi_j^{(v)} \) by the Viterbi algorithm (Viterbi, 1967) for LDS (alg. 2). It means that the original velocity parameters has the following estimations:

\[
V_j^{(v)} \mid \Delta \psi_j^{(v)} \sim N(S, \mu_j^{(v)}, S_\Sigma_j^{(v)})
\]

3 RELATED WORKS

The mathematical model proposed in (Yang and Ramanan, 2011) is based on the deformable part model. We use it as a basic model of a human pose in a still frame.
The deformable part model often fails in case of occlusions. It localizes each joint of the person based on evidence from the joint detector and location of the neighbours. In case of occlusions the detector is fully confident of the joint absence in its true position. One feasible solution of this problem was proposed in (Ghiasi et al., 2014). The authors extend number of detectors associated with each joint with detectors for occluded joints. The main disadvantage of this approach is a necessity of a prior knowledge of occlusion type. The authors consider only occlusions by another person. This approach can be applied in our framework in the future.

(Sapp et al., 2011) use the deformable part model for the human pose estimation in a video as well. In opposite to (Yang and Ramanan, 2011), they don’t restrict the algorithm with sets of hypotheses constructed for each video frame separately. It makes the inference task much more complicated. In particular, they have to use an approximate inference algorithm.

Our algorithm of human pose estimation in a video isn’t restricted to a choice from the set of hypotheses as well. The specific choice of the inference method was inspired by successful usage of the sampling technique for the tracking task (Shalnov and Konushin, 2013). In addition, it makes inference in complicated mathematical models possible. It allows further development of our model.

The deformable part model is not the only approach to human pose modeling. Recently the convolutional neural networks (CNN) has become widespread for image analysis. The authors of (Toshev and Szegedy, 2013) propose a CNN model of human pose in a still frame. The proposed algorithm achieved the best results in the standard datasets. Unfortunately, we cannot apply this approach in our model, because it doesn’t allow neither construction of several hypotheses of a human pose, nor quality estimation of the outside specified pose.

(Girshick et al., 2014) proposes a way to construct an inference algorithm for the deformable part models as CNN. It makes possible to use an optimized and fast developing software tools (Jia et al., 2014) to human pose estimation task. In addition, it allows an adjustment of parameters for both the deformable part model and a feature extraction algorithm. We regard this approach as a most promising for the future development of the model.

4 EMPIRICAL EVALUATION

4.1 Setup

We quantitatively evaluate our algorithm on the publicly available dataset (Yang and Ramanan, 2011). Several frames from this dataset are shown in figure 4. The dataset includes 4 video sequences: Pitching, Lola1, Lola2 and Walking. The videos are different in complexity. The video sequences Pitching, Lola1 and Lola2 contain motion of a camera. A zooming is presented in Pitching. Lola2 contains several people in a scene.
Figure 5: Pose as a set of sticks. (a) shows the ground truth pose, (b) ground truth and found poses. The ground truth pose is shown in blue. The green sticks are correctly localized accordingly to the PCP criterion, while the red sticks are considered as a false detections.

4.2 Results and Discussion

We evaluate the algorithm using the Percentage of Correct Parts (PCP) criterion introduced in (Ferrari et al., 2008). PCP criterion has a fundamental defect. It interprets a pose as a set of sticks (fig. 5 a) and classifies localization correctness for each of them independently. The stick is considered to be correctly localized if the normalized distance between found and ground truth locations of its edges are within the specified threshold. The stick size is used as a normalization constant. Therefore, the same joint location can be correct for one stick and incorrect for another stick (fig. 5 b). However, PCP is the now-standard criterion for the human pose estimation task and we use it for evaluation.

For a fair evaluation we don't use tracking in the initialization stage. Therefore, the algorithm assumes that the prior distribution of human location is uniform in a video frame. We don’t tune parameters for each video separately, on the contrary we use the same parameters for all videos. We presents results of comparison in figure 1. As a baseline we we use the method from (Park and Ramanan, 2011).

Table 1: We compare average PCP for the proposed method and the basic one. Results of the basic method are given from the (Park and Ramanan, 2011). Our approach outperforms the basic method in the most difficult video sequences.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>walking</th>
<th>pitching</th>
<th>lola1</th>
<th>lola2</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>0.950</td>
<td>0.797</td>
<td>0.670</td>
<td>0.500</td>
</tr>
<tr>
<td>our</td>
<td>0.950</td>
<td>0.762</td>
<td>0.695</td>
<td>0.545</td>
</tr>
</tbody>
</table>

The proposed method outperforms the baseline in the most complicated scenarios Lola1 and Lola2. The algorithm solves the ambiguity in presence of the several people in Lola2. It is achieved due to the information of the walking direction for the person of interest.

Walking is the simplest video in the dataset. The results of our algorithm and the basic one aren’t differ in it. It is caused by limitations of the used human pose model in a still frame (Yang and Ramanan, 2011).

Our algorithm shows lower value of PCP criteria in the Pitching video sequence. The sophisticated motion of the human in the video sequence is the main reason of the algorithm failure.

In addition, we evaluate the upper bound of human pose estimation in a video in case of using only hypotheses constructed by the detector of (Yang and Ramanan, 2011). The results are shown in figure 7. To evaluate the upper bound quality we construct a set of best hypotheses as described in (Park and Ramanan, 2011) and choose the best one in each frame using the PCP criterion.

The results show that our approach achieves almost optimal solution in lola1 and walking videos. in pitching and lola2 videos our approach cannot come near the optimal value. As we suppose the main reason of such behaviour is a presence of nonlinear motions of limbs. walking and lola1 videos contain motion type that are more common in video surveillance.

4.3 Impact of the Different Steps

We evaluate an impact of different steps on the score increase during the inference (fig. 6). The results show that the second and the third types of steps produce the largest increase in the earlier stages of op-
Figure 7: We show the upper bound on the mean PCP value of hypotheses (green curve) as a function of number of hypotheses ($N$). Our result values are shown as a blue line.

5 CONCLUSIONS

In this paper we present the new mathematical model of a human pose in a video sequence. Our model is based on the model of human pose in a still frame proposed in (Yang and Ramanan, 2011). We expand this model with the new temporal context.

The proposed temporal context can be applied to any model of human pose in a still frame that allows:

- estimation of an arbitrary pose quality in a frame;
- construction of most likely pose hypotheses in a frame.

We show that the previous model (Park and Ramanan, 2011) is a particular case of the proposed one.

We propose the hidden state evaluation algorithm. The proposed algorithm estimates the values of hidden state parameters given joint locations and scale parameters.

We introduce a framework for a human pose estimation in a video based on the MCMC sampling technique. The proposed algorithm allows further development of our model with such global parameters of the person as a physique and a color of clothes.

Our model and inference algorithm produce better results in the most sophisticated videos of the dataset in comparison with the basic algorithm (Park and Ramanan, 2011).
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