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Abstract: Software product lines are dynamic systems that need to evolve continuously to meet new customer requirements. This evolution impacts both the core platform of the product line and its derived products. For several reasons, the most common way to express requirements by customers is natural language. However, the experience has shown that this communication channel does not give the possibility to detect system defects such as inconsistency and duplication. The objective of this paper is to propose a method to transform textual requirements into the XML format used by some Feature-oriented software development tools, in order to facilitate the detection of features duplication.

1 INTRODUCTION

Software Product Line Engineering (SPLE) (Clements and Northrop, 2002) is an approach that aims at reusing common assets to generate customized applications according to different needs of customers. The main benefits of this approach are the cost reduction, quality enhancement and time to market reduction. The SPLE approach involves two major processes, domain engineering and application engineering (Pohl et al., 2005). Domain engineering consists in defining the variability and commonality of the product line, and building all reusable assets (i.e., requirements, architecture, components, tests). Based on these assets, specific applications are derived during the application engineering process.

Software product lines are a long-term investment and have to evolve constantly in response to business needs, changing markets, and advances in technology. This evolution impacts both the common assets of the product line and the specific assets of individual applications. Due to this change, several defects can arise in the SPL models, such as the inconsistency and incompleteness of features (Reder and Egyed, 2013)(Zowghi and Gervasi, 2003), and the non-conformance of constraints (Mazo et al., 2011).

What makes the evolution process more complex is that, in most current software projects, requirements documents are written in natural language because it is the simplest and the more flexible way for customers to express their expectations. However, specifying requirements in natural language has shown many drawbacks such as imprecision, inaccuracy and ambiguity (Meyer, 1985)(Lami et al., 2004). In order to preserve the consistency and correctness of the SPL models, many approaches have been proposed to manage the evolution process by verifying the specifications of change requests considered as the main source of model defects. A large number of these approaches aimed at transforming the natural language requirements to a formal or semi-formal representation (Lami et al., 2004)(Kamarudin et al., 2010)(Holtmann et al., 2011).

In this paper, we propose a method based on natural language processing to transform natural language requirements into a tree-like document (i.e., XML document). This document will serve as an input to an algorithm whose purpose is to detect a specific defect in the specification, the feature duplication (Khtira et al., 2014). We consider that two features are duplicated when they satisfy the same functionality in the product line.

The remainder of the paper is organized as follows. Section 2 gives an insight of the knowledge base of our work. In Section 3, we explain our method of transforming natural language specifications into XML documents, and we present the algorithm of detection of feature duplication. Section 4 provides an overview of different works of the literature related to our approach and explains in what our contribution is different. In section 5, we conclude and outline future work.
2 BACKGROUND

In this section, we introduce the background of our study. First, we give an overview of the feature duplication problem. Then, we discuss the transformation of requirements from an informal to a formal representation.

2.1 Feature Duplication

Software product lines are dynamic systems that need to evolve constantly to address changes such as new customer requirements, technology changes, or refactoring. The possible changes in a product line involve changes that affect the entire product line or changes driven by an individual product. These changes can be the source of many defects in the product line such as inconsistency (Reder and Egyed, 2013)(Blanc et al., 2009), incompleteness (Zowghi and Gervasi, 2003) and duplication (Khtira et al., 2014). Duplication is the fact of adding features that have the same role in the application, which means that they satisfy the same functionality.

In (Thomas and Hunt, 1999), Hunt and Thomas distinguish the four main causes of duplication, namely imposed duplication, inadvertent duplication, impatient duplication and inter-developer duplication. In the case of software product lines, at least the two last causes might occur. Indeed, due to tight deadlines, developers could possibly get impatient and add duplicated features from the specifications. In addition, the large number of customers and developers working on the system can easily cause feature duplication. Many studies have dealt with defects in SPL such as inconsistency and incompleteness, but to the best of our knowledge, few attempts have tackled the problem of duplication. In our study, we will focus on this specific defect. Since manual verification has proved to be time-consuming and error prone, we propose an automatic algorithm to detect duplication based on the formal presentation generated from a textual requirements of an evolution.

3 DUPLICATION DETECTION IN NATURAL LANGUAGE SPECIFICATIONS

The purpose of our work is to detect duplication in textual specifications related to an evolution of a software product line. To achieve this goal, we propose a two-step process. The first step consists of transforming the natural language specifications into an XML document. The second step involves the application of an algorithm that detects duplicated features in the generated XML. Figure 1 represents the overview of the proposed process.

3.1 Initiation Phase

The objective of this phase is to initiate the model that will be used by the machine learning. The model is thus populated based on the domain model, which contains all the existing features implemented by the product line. As a case study of our approach, we consider a CRM (Customer Relationship Management).
3.2 Formalizing Natural Language Specifications

In this section, we explain the process of transformation of natural language requirements into an XML document. To perform this operation, we will use the OpenNLP library (OpenNLP, 2011), which is a machine learning based toolkit for the processing of natural language text. The remainder of this subsection details the different steps and artifacts involved in this process.

3.2.1 Textual Specification

In this stage of the process, the main input is the specification of a new evolution related to a derived product. This specification contains the new requirements that have to be implemented in this specific product. The easiest and more flexible way for the customer to express his requirements is natural language. Hence, the specification can be written in a document with a doc or txt format.

3.2.2 Sentence Detector

The first step of this stage consists of detecting the punctuation characters that indicate the end of sentences. After the detection of all sentence boundaries, each sentence is written in its own line. By processing the input textual specification, the output of this operation will be a text document that contains a sentence per line.

3.2.3 Tokenizer

This step consists of segmenting the resulted sentences of the previous step into tokens. A token can be a word, a punctuation, a number, etc. As an output of this action, all the tokens of the specification are separated using whitespace characters, such as a space or line break, or by punctuation characters.

3.2.4 Parser

The parser is responsible for analyzing each sentence of the specification in order to mark tokens with their corresponding types and roles in the sentence based on the rules of the language grammar (e.g. noun, verb, adjective, adverb). We note that the language used in our input specifications is English. A parser marks all the words of a sentence using a POS tagger (Part-Of-Speach tagger) and converts the sentence into a tree that represents the sentences syntactic structure. Figure 3 depicts an example of parsing for a textual definition of a requirement related to the case study presented in Figure 2.

This operation enables us to have an exact understanding of the sentence. For example, it allows us to confirm whether the action of a verb is negative or affirmative, and whether a requirement is mandatory or optional.
3.2.5 Entity Detector

The aim of this step is to detect semantic entities in the specification. In our study, we are interested especially in the parts of the sentences considered as variation points and variants. To carry out this task, we need the model created in the initiation phase where all the domain specifications are tagged.

In the example depicted in Figure 4, the entity detector reads a tokenized sentence and outputs the sentence with markup for the detected variation point and variant.

In order to measure the precision of entity recognition, we use the evaluation tool of OpenNLP that provides information about the accuracy of the used model.

3.2.6 Repository

The repository contains two main components:

- The model that contains the different features of the domain model, classified in different categories, especially <variation point> and <variant>.
- The dictionary which contains the set of synonyms and alternatives for all the concepts used in the system.

The repository is initially populated based on the domain model of the product line. So that the repository keeps up with the evolution of the product line and its derived products, the new concepts detected in the specification are added to the initial repository, which makes the latter more accurate.

3.2.7 XML Output

The output of our process is the specification in the form of an XML document. The XML should contain the tags "or" and "alt" for variation points, and the tags "feature" for variants. This structure provides a unified presentation for both the domain model and the specification. The XML document will serve as an input of the algorithm for duplication detection.

3.3 The Algorithm to Detect Feature Duplication

With the large number of features in a specification, detecting duplication manually becomes a tedious, time-consuming and error-prone task. In order to identify efficiently the duplicated features, we propose an automatic algorithm that uses as an input the generated XML of the specification. An example of this XML is depicted in Figure 5.

We denote by S the XML of the specification. PA is the set of nodes related to the tags "or" and "alt" of S (i.e. variation points), and V is the set of nodes related to the tags "feature" of S (i.e. variants).

Thus:

\[ V = \bigcup_{i=1}^{n} V_i \]

The proposed algorithm contains the following steps:

- **Step 1.** This step is based on the dictionary that contains the synonyms of all the concepts of the SPL, and for each set of synonyms, we define a key synonym. For example: The synonyms for "on-line sales" could be "e-sales", "Internet sales", or "web sales". The key synonym for these alternatives is "on-line sales".

The aim of this step is to generate an equivalent XML of the input, by replacing the name of every
node (variation point or variant) with its associated key synonym in the dictionary.

- **Step 2.** This step consists of putting in alphabetical order the variation points and the variants of each variation point.

- **Step 3.** For each variation point, the duplicated variants are detected and removed from the XML. The sub-algorithm of this step is as follows:

  Algorithm 1: Detecting duplicated variants of a variation point.
  
  ```
  // n_k the number of variants of the variation point p_k
  // DP the set of variation points with duplicated variants
  // DV_j the set of duplicated variants of the variation point p_j
  DP = ∅
  for each p_k ∈ P do
    DV_k = ∅
    i ← 0
    while i < n_k do
      if v_ki = v_ki+1 then
        DP ← DP ∪ {p_k}
        DV_k ← DV_k ∪ {v_ki}
      end if
      i ← i + 1
    end while
  end for
  ```

- **Step 4.** During this step, we carry out a comparison between the variants of all the variation points, in order to detect duplication in the whole XML.

  The final output of these steps is a log file that contains the set of duplicated pairs (variation point, variant) of the specification. These features are sent to the user in order to reverify his needs and change them in case of error.

4 RELATED WORK

Several papers have dealt with detecting defects in natural language specifications. In this section, we provide an insight of the studies that use the transformation of natural language requirements into a formal or semi-formal presentation.

Lami et al. (Lami et al., 2004) propose a methodology and a tool called QuARS (Quality Analyzer for Requirement Specifications). This tool performs an initial parsing of the specifications in order to detect automatically specific linguistic defects, namely inconsistency, incompleteness and ambiguity. The analysis performed by QuARS is limited to syntax-related issues of a natural language document, while semantic-related problems are not directly addressed. Although this study converges with our paper in the fact that it is based on parsing of natural language requirements to detect defects. However, our approach is different because it transforms specifications into XML trees and it focuses particularly on a specific defect which is the feature duplication.

Kamalrudin et al. (Kamalrudin et al., 2010) presented the automated tracing tool Marama that enables users to capture their requirements and automatically generate the Essential Use Cases (EUC). This tool supports the inconsistency checking between the textual requirements, the abstract interactions and the EUCs, but unlike our approach, this one is based on use cases instead of XML documents.

In order to locate inconsistency in the domain feature model of a SPL, Yu (Yu et al., 2012) provides a new method to construct traceability between requirements and features. It consists of creating individual application Feature Tree Models (AFTMs) and establishing traceability between each AFTM and its corresponding requirements. It finally merges all the AFTMs to extract the Domain Feature Tree Model (DFTM), which enables to figure out the traceability between domain requirements and DFTM. Using this method helps constructing automatically the domain feature model from requirements. It also helps locate affected requirements while features change or vice versa, which makes it easier to detect inconsistencies. However, this approach is different from our own one, because we suppose that domain and application models exist, our objective is hence to construct a more formal presentation of the requirements related to a new version of a derived product.

At the aim of validating and correcting automatically textual requirements, Holtmann et al. (Holtmann et al., 2011) proposed an approach that uses an extended CNL (controlled natural language) that is already used in the automotive industry. The CNL requirements are first translated into an ASG (Abstract Syntax Graph) typed by a requirements metamodel. Then, structural patterns are specified based on this metamodel. The use of patterns allows an automated correction of some requirements errors and the validation of requirements due to change requests. While this approach considers the correction of textual specifications using a CNL, our approach aims at detecting duplication in these specifications by transforming them into tree-like documents.

Similarly, Cabral and Sampaio (Cabral and Sampaio, 2008) proposed a novel approach that uses templates to write use cases in CNL (Controlled Natural Language), then to translate use cases in CNL to models in CSP process algebra that allows the de-
scription of systems in terms of processes that operate independently, and interact with each other through message-passing communication. The use of a CNL and use case templates enables to guarantee requirements consistency. The paper focuses on use case transformation but does not detail the process of inconsistency detection.

5 CONCLUSION

In this paper, we presented an approach to detect duplication in natural language specifications related to a derived product of a software product line. This approach is based on a two-phase process. During the first phase, the specifications are transformed into a more formal presentation, XML document, using natural language processing. In the second phase, we propose an algorithm that searches the duplicated features in the generated XML. Apart from the detection of duplication within the specification, the formalization of the latter anticipates the verification of duplication between the new requirements and the existing domain and application models of the software product line.

As a case study for our work, we considered a CRM SPL. Work in progress consists of creating a model based on the domain specifications of the CRM tool and using the OpenNLP library to validate it. We also prepare the specification of a new evolution tool and using the OpenNLP library to validate it. In a future work, we intend to develop a support tool whose objective is to apply the syntax parsing to the specification, generate the XML and apply the algorithm to detect automatically the duplicated features.
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