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Abstract: Existing approaches towards service composition demand requirements of the customers in terms of service templates, service query profiles, or partial process models. However, addressed non-expert customers may be unable to fill-in the slots of service templates as requested or to describe, for example, pre- and post-conditions, or even have difficulties in formalizing their requirements. Thus, our idea is to provide non-experts with suggestions how to complete or clarify their requirement descriptions written in natural language. Two main issues have to be tackled: (1) partial or full inability (incapacity) of non-experts to specify their requirements correctly in formal and precise ways, and (2) problems in text analysis due to fuzziness in natural language. We present ideas how to face these challenges by means of requirement disambiguation and completion. Therefore, we conduct ontology-based requirement extraction and similarity retrieval based on requirement descriptions that are gathered from App marketplaces. The innovative aspect of our work is that we support users without expert knowledge in writing their requirements by simultaneously resolving ambiguity, vagueness, and underspecification in natural language.

1 INTRODUCTION

In the Collaborative Research Centre “On-The-Fly Computing”, we develop techniques and processes for the automatic ad-hoc configuration of individual service compositions that fulfill customer-specific requirements\(^1\). Upon request, suitable basic software and hardware services available on world-wide markets have to be automatically discovered and composed. For that purpose, customers have to provide service descriptions.

Existing approaches towards service composition demand requirements of the customers in terms of service templates, service query profiles, or partial process models. “The requirements include: list of sub-services, inputs, outputs, preconditions and effects [...] of the sub-services, and the execution order of these sub-services” (Bhat et al., 2014). Moreover, others force the customers to specify their service requirements by using a formal specification language. However, addressed non-expert customers, may be unable to fill-in the slots of service templates as requested, or to describe, for example, pre- and post-conditions, or even have difficulties in formalizing their requirements. Furthermore, we have to deal with partial requirements because “the person who writes the requirements might forget to consider relevant concepts of the problem, either because [he or] she postpones their analysis, or because they are unclear and hard to specify, or because the input documents include too many concepts to consider them all” (Ferrari et al., 2014).

When non-experts get the opportunity to describe service requirements by using natural language (NL), they produce highly individual user-generated text. For this purpose, we develop strategies for the resolution of ambiguity, vagueness and incompleteness of specifications created by non-expert users. Our approach therefore analyzes (unrestricted) service requirement descriptions written in NL on the one hand and provides suggestions how to complete or clarify their initial service descriptions on the other hand.

This paper is organized as follows: In Section 2, we give a brief overview of related work and describe the challenges in natural language processing (NLP) for user-generated specifications in Section 3. Section 4 outlines our approach to automatically identify service requirements and how to counterbalance their fuzziness. We conclude in Section 5 and present possible directions of future work in Section 6.

---

\(^1\)Refer to http://sfb901.uni-paderborn.de for more information.
2 RELATED WORK

There have already been studies mining unstructured texts represented in NL for software requirement specifications (Meth et al., 2013; Ferrari et al., 2014). Besides, the (in)completeness of requirements has already been an issue in NL requirement engineering (Ferrari et al., 2014; Espana et al., 2009; Menzel et al., 2010; Kaiya and Saeki, 2005; Génova et al., 2013). However, there is only one approach so far that generates automatic suggestions for NL requirement completion (Ferrari et al., 2014). Ferrari et al. (2014) propose the so-called Completeness Assistant Approach (CAR) that automatically suggests relevant term candidates and possible relations among terms in natural language to be used in the requirements. Unlike Ferrari et al. (2014), we use a domain ontology-based approach – similar to Kaiya and Saeki (2005) – for the NL requirement analysis. Domain ontologies are widely used in requirement engineering due to their significant advantages in the field of knowledge sharing and reuse (Bhat et al., 2014). In particular, they allow requirement engineers to analyze specifications with respect to the domain-specific application semantics and to detect incompleteness in requirement documents even though they do not support rigorous NLP techniques (Kaiya and Saeki, 2005). Unlike Ferrari et al. (2014) we focus not only on keyword extraction for requirement completion, but also on requirement dependencies within the discourse structure.

Moreover, we also consider ambiguities occurring in user-generated requirement specifications. Since the majority of requirements are often written in NL, they entail ambiguity (Yang et al., 2010a). However, some approaches focus on the prevention of ambiguities in requirement descriptions rather than resolving them (Fuchs and Schwitter, 1995; Boyd et al., 2005). Nevertheless, there exist also strategies to reduce and to eliminate ambiguity. Since we focus on interactive disambiguation techniques, we have to mention the works by Yang et al. (2010b) and Kiyavitskaya et al. (2008) providing user support to resolve ambiguities. For instance, Yang et al. (2010b) presented a tool that assists requirement engineers by highlighting ambiguous expressions in their requirement specifications. Kiyavitskaya et al. (2008) also pursue a similar approach. They developed a method for the identification and measurement of ambiguity in requirement documents written in NL. In particular, all sequences which were recognized as probably ambiguous in a certain sentence are shown to the user. This warning gives the user the opportunity to remove them and thus improve the initial requirement specifications. However, this approach does not cover semantic ambiguity since this requires deep language understanding which is beyond the scope of this tool.

Discovering the sources for ambiguity is another research topic Gleich et al. (2010) concentrate on. Their tool provides “for every detected ambiguity […] an explanation why the detection result represents a potential problem” (Gleich et al., 2010). In comparison to the other approaches, this technique is able to identify lexical, syntactic, semantic and pragmatic ambiguity which usually occur in NL (Gleich et al., 2010). By means of lexical and syntactic shallow parsing, they process the unstructured NL requirement documents (that also do not have any grammatical restrictions). Furthermore, they use the Ambiguity Handbook (Berry et al., 2003) and Siemens-internal guidelines for requirements writing as gold standard in order to detect ambiguities.

However, the target group of users that we address might not be able to resolve possible ambiguities on their own, even if some information is provided where to spot the ambiguity. Those customers have no prior knowledge of requirement engineering and need support in terms of disambiguated requirement descriptions. Besides, functional and non-functional requirements, system goals or design information may not be clearly distinguished by non-experts. They describe specifications in different ways than experts do. That’s why we have to create a gold standard of non-expert service descriptions in order to detect ambiguity, vagueness, variability and underspecification in requirements written in NL.

3 CHALLENGES IN NLP

We have to face various problems when non-experts specify requirements by using NL. According to Sommerville (2010), there are (1) ambiguity, (2) variability and (3) vagueness in requirement descriptions which are illustrated by selecting examples from Figure 1.

1. If requirements are not expressed in a precise and unambiguous way, they may be misunderstood. (E.g., “hide” in Figure 1 means to make something invisible on a screen, but it can also mean “hide and seek” in a gaming context.)
2. Requirements specifications represented in NL are overflexible. One can say the same thing in completely different ways. (E.g., “choose photos” could also be expressed as “select photos”.)
3. Several different requirements may be expressed together as a single requirement but have to be separated for NLP. (E.g., “save and share your
Figure 1: Sample service requirement description written in natural language.

Hence, ambiguity, underspecification and vagueness can lead to misunderstandings between customers and developers. This is also one of the main reasons why personalized software is not meeting user requirements (Murtaza et al., 2013). Nevertheless, the accurate capture of requirements from NL specifications is an essential step in the software development process because incorrect requirement definitions inevitably lead to problems in system implementation and design (Ilieva and Ormandjieva, 2005). The need to face the challenges in NLP of requirement descriptions becomes even more clear when considering that software requirements are commonly written in NL due to its expressiveness (Meth et al., 2013). In the following three sections, we discuss these issues for processing NL requirements in more detail.

3.1 Ambiguity

“Ambiguity is a pervasive phenomenon in natural language, and thus in natural language requirements documents” (Yang et al., 2011). It is the possibility of interpreting an expression in two or more distinct ways. If an expression is ambiguous, then there still remains uncertainty of its meaning or intention in a certain context. Because of that, ambiguity is problematic for computational semantics and for NLP, especially when their various interpretations have to be identified by algorithms. Even worst, ambiguous expressions can be misinterpreted by developers or custom service providers, and thus, can lead to providing customers with wrong software and/or hardware packages. In the requirement description above (cf. Figure 1), an example for an ambiguous word is “brushes”. Depending on the context, “brush” has different meanings. According to an English dictionary, it is most commonly used in the sense of sweeping with a broom. However, it can also be defined as a tool for painting (i.e. image editing).

3.2 Underspecification

Requirements written in NL are underspecified if features are omitted in underlying representations (Fabbrini et al., 2001). The concept of underspecification is particularly used to refer to cases in which requirements represented in NL do not bear an entire set of feature-values, and are thus compatible with a wide range of potential semantic interpretations. In addition, ambiguity can cause underspecification which leads to difficulties in formal representation and processing of service requirements. Therefore, “it is important to use computational representations that preserve the information available in ambiguous and underspecified expressions, without distorting or interpreting them incorrectly” (Loukanova, 2013). An example for underspecification shown in Figure 1 is “share” in the expression “share your edited images” because it is not clear via which channel the images...
can be shared. Possible options would be e-mail or social media platforms like Facebook.

3.3 Vagueness

Vagueness occurs when a phrase has a single meaning from grammatical point of view, but still leaves room for interpretation but, when considered as a requirement, leaves room for varying interpretations. “The system should react as fast as possible” provides an example of such a vague phrase” (Gleich et al., 2010). It is important that vaguely expressions of requirements are detected. Further examples taken from Figure 1 are “different size of brushes” and “with pixel accuracy” because it is not specified which sizes or what degree of accuracy are meant exactly. By timely detection, they can be either prevented, e.g., by interactions with the customers, or represented in a formal way without imposing misinterpretations or over-interpretations.

4 APPROACH

In the customers’ descriptions of requirements for a certain domain-specific service, we first have to extract the relevant specifications from their input texts (cf. Section 4.1). Then, the user-generated requirements written in NL are analyzed for ambiguity, vagueness (cf. Section 4.2) and underspecification (Section 4.3) before providing suggestions how to improve or complete their initial requirements (cf. Section 4.4).

4.1 Ontology-based Requirement Extraction from Descriptions

The core topic of this task is the extraction of requirements from service descriptions represented in NL produced by customers as plain text in terms of full sentences or phrases (cf. Figure 2). The goal of this step is to discover and structure relevant domain-specific information about service specifications in the user-generated texts.

The decision criteria, determining what relevant information is, comes from domain-specific ontologies that underlie the service specifications which determine the available, relevant information, coming from requirement descriptions represented in NL. Moreover, the requirement extraction is supported by domain-specific terms and rules.

3For more information refer to http://sfb901.upb.de/sfb-901/projects/project-area-b/tools/service-specification-environment.html.

4There are other approaches, but they are out of scope of this paper.
### 4.2 Disambiguation and Clarification

After providing requirement representations in terms of templates (cf. Figure 2), strategies for disambiguation and resolution of vagueness (i.e., clarification of what, e.g., “different sizes” means in Figure 1) in descriptions represented in NL have to be developed.

First of all, it is necessary to create test corpora out of service descriptions. We therefore have to manually annotate all ambiguous and/or vague expressions in the test data built from a few randomly-chosen service descriptions, before classifying the other occurrences by means of co-training. The degree of vagueness depends on the valence of the predicates and their unspecified arguments as well as on the imprecision of the term extensions.

When applying the local grammars originally developed for requirement extraction in Section 4.1 on the test corpora, we can detect free arguments ($\exists x (\text{image}(x) \land \text{save}(x, \_)/\text{share}(x, \_))$) in service descriptions using predicate-argument-tuples such as $\text{save}(x, \_)$ or $\text{share}(x, \_)$ if details are provided where to save or how to share (Choi et al., 2012). Apart from lexical ambiguity, unfilled argument positions are good indicators for syntactic ambiguity and vagueness because of imprecise information. This way, it can be automatically identified which arguments (especially their position and semantic type) are still unspecified for certain predicates within requirement descriptions represented in NL (i.e., unfilled slots in the template created after requirement extraction).

On the one hand, this step lays the foundations to determine the correct context-sensitive reading and to disambiguate the initial user-generated requirement descriptions. On the other hand, the number of unfilled slots can be quantified (amount of free arguments) and we get insights in the probability of the domain-specific sense of predicate-argument-tuples representing requirements.

### 4.3 Resolving Underspecification

Every user-generated NL requirement description of a service is unique. By extracting its main components, it loses its individuality. With every further non-expert user, new requirements or at least variants of already known requirements\(^5\) will extend the repository of formal expressions, components, and templates. Since our NL requirement extraction process (cf. Section 4.1) works iteratively, we generate and instantiate templates (so-called requirement scenarios) per description text. In this step of resolving underspecification, all resulting requirement scenarios are aggregated. Here, our goal is to automatically detect semantic similarities in requirement patterns for their assignment to domain-specific service classes such as “issue tracking system” or “event management”. Furthermore, we perform similarity retrieval on this repository in order to provide suggestions for completion of requirements written in NL.

\(^5\)Service requirement descriptions collected by user input or gathered from online App marketplaces.
Since the repository grows incrementally, it is not possible at the beginning of the extraction process to apply a common classifier for feature learning. Due to a lack of comparative scenarios statistical similarity measures are not suitable. Therefore, a seed list of classification rules (similarity criteria) is generated on the basis of instances and semantic-syntactic patterns identified during the requirement extraction process (cf. Section 4.1). Moreover, it has to be investigated in how far already existing (fuzzy) matching techniques can be applied for this.

4.4 Interactive Service Specification

Based on our findings, subsequently methods for completion and disambiguation of requirement specifications are developed through user interaction. In this step, incomplete requirement specifications are compared to similar scenarios, in order to automatically complete them (if necessary). Especially in the course of the pattern matching during the requirement extraction process, templates cannot be fully instantiated if there is missing information. This can lead to gaps in the structured requirement representations which have to be compensated before they are transformed into the formal service specification.

4.4.1 Similarity Retrieval for Auto-Completion

On the one hand, incomplete requirement specifications are matched with similar requirement scenarios (cf. Section 4.3) in order to complete them if necessary. Especially in case of the pattern matching (cf. Figure 2) the templates cannot be instanced completely in case of missing information of the end user. This may sometimes lead to unfilled slots in the structured representations, which have to be avoided in order to describe a configurable service.

4.4.2 Suggestion Generation for Disambiguation

The most probable readings based on the grammar analysis are suggested to the non-expert users. Then, they take on the role of the trainer for the purpose of validating identified ambiguities in the service description corpora. This way, it is ensured that no incorrect readings are learned. In case of requirements being so vague that too many grammatical patterns would be possible, paraphrases are generated based on domain-specific similarities in the requirement scenarios.

4.4.3 Non-expert User Feedback

It is assumable that non-experts in requirement engineering will not define the pre- and post conditions or signatures when formulating their requirements. In case of missing requirement scenarios, we ask the users how to complete and specify their initial service descriptions. However, when the users do not provide this information, we cannot transform the requirement represented in NL into the formal service specification. As soon as the users provide additional information, we have to restart the extraction, disambiguation and clarification process.

5 CONCLUSION

In the context of non-expert customers describing their service requirements, two main issues have to be tackled: (1) The incapability of non-experts to specify their requirements and (2) the challenges that arise when analyzing these requirements represented in NL such as ambiguity, vagueness and underspecification. This paper presented ideas how to face these challenges by means of ontology-based information extraction and similarity retrieval based on a requirement description written NL corpora gathered from App marketplaces. In particular, these strategies are also partially supported by user interaction. The overall goal of this approach is to support non-experts with suggestions how to complete or clarify their service descriptions while resolving ambiguity, vagueness and underspecification that often occur in requirements written in NL.

6 FUTURE WORK

A major direction of future work is the development of a gold standard of non-expert service descriptions in order to detect ambiguity, vagueness, and underspecification in requirements written in NL. Therefore, we first have to create a database of requirements represented in NL which we plan to aggregate from service descriptions on App marketplaces. Furthermore, it will be interesting to investigate in how far existing matching approaches and approaches for requirement reuse can be applied for the disambiguation and completion tasks. Moreover, with regard to disambiguation of requirement descriptions represented in NL we plan to explore how to refine our disambiguation strategies with regard to existing disambiguation approaches.
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