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Abstract: The paper addresses the problem of people extraction in a closed context in a video sequence including 
colour and depth information. The study is based on low cost depth captor included in products such as 
Kinect or Asus devices that contain a couple of cameras, colour and depth cameras. Depth cameras lack 
precision especially where a discontinuity in depth occur and some times fail to give an answer. Colour 
information may be ambiguous to discriminate between background and foreground. This made us use first 
depth information to achieve a coarse segmentation that is improved with colour information. Furthermore, 
color information is only used when a classification in two classes of fore/background pixels is clear 
enough. The developed method provides a reliable and robust segmentation and a natural visual rendering, 
while maintaining a real time processing. 

1 INTRODUCTION 

Segmentation in videos is most often a difficult task 
and may have different purposes. Some applications 
answer to editing purposes, such as the matting 
problem. Most of the solutions still rely on an 
interaction with the user (Wang, 2007) (Levin, 
2008). Many applications are devoted to people 
tracking, either still or moving people. Tracking 
according to movement makes the problem easier as 
some information is added to the only 2D still colour 
image, based on the comparison of several images. 
Difficulty is also depending on the camera status, 
fixed or moving. In any cases, any additional 
information enables to improve segmentation 
results. Another way to add information to the 
colour image is to use several sensors. This approach 
is more and more frequent as hardware cost is 
decreasing. The sensors may be based on the same 
principle, this is the case with stereovision 
(Jourdheuil, 2012), then depth information can be 
retrieved from a mathematical model of the coupled 
sensors, these sensors are now a days available in 
the field of video and give very good depth 
precision. The sensors may be based on different 

spectral information giving complementary 
information, in some contexts, IR or UV spectrum 
may be more adapted than visible light. They are 
used for instance in biometrics applications 
(Lefevre, 2013) or since a long time in remote 
sensing domain (Tucker, 1979). In the robotic field, 
Time of Flight (ToF) cameras are used that give 
information on the distance of object with respect to 
the axis of the camera (Wang, 2010). The depth 
knowledge is integrated to build representation of 
the objects for robotics tasks (Richtsfield, 2012). 
Recently, cheap depth camera are coupled with RGB 
web cam, the quality of these camera is not very 
high but it is informative enough to stimulate 
research and develop applications based on this kind 
of product, the most popular ones being the Kinect 
camera and the Asus product. Our work is 
positioned in this trend. The aim is to extract in real 
time the people present in the scene. The 
applications are numerous. We mention here as 
examples, modification of the video background, 
construction of a two layer video, the person in one 
layer and the background in the other, augmented 
reality (Maimone, 2012) (Wu, 2008). We can 
imagine a speaker in front of his computer where the 
presentation is displayed and the conference being 
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transmitted with the speaker in foreground and the 
slide as background. The speaker can show elements 
on the slide thanks to the feedback on the computer 
screen. This needs a real time analysis in order to 
give the speaker the ability to interact with the slides 
in a virtual way as illustrated in figure 1. 

(a)  

(b)  

Figure 1: (a) real context, the speaker is looking at the 
computer screen (b) transferred image where the speaker 
is incrusted in the presentation in real time. 

In section 2, methods applied in foreground / 
background segmentation and based on the 
RGB+Depth information are investigated. Next in 
section 3, the method we developed is analysed and 
the experiments and results are presented in section 
4.  

2 RELATED WORKS 

In order to use the different types of information, a 
strategy is needed and makes possible to group the 
methods that have been proposed. Depth and colour 
have not the same nature. The difference is twofold, 
of course the physical nature is not the same but also 
the resolutions of images are most often different. 
The combination of the two can be done at different 
levels, either at raw data level or at feature 
extraction level or at decision level according to the 
methods. Using the available data, foreground / 
background segmentation has to be achieved in a 
real time process in order to enable interaction with 
the video content. First we investigate the approach 
we are interested in before we go more in detail in 
the segmentation process. 

2.1 Characterization of the Approach 

Here we consider the global view of the process. Of 
course, it depends on the acquisition device. Two 
images, a couple of visual images or a couple of one 
visual image and one depth image, constitute the 
material. Then a registration step is needed. It may 
be performed at hardware level where the two 
cameras are coupled. In stereovision, from the 
quality of the registration, is depending the quality 
of the depth map. With other acquisition devices the 
quality of registration may vary. Then a registration 
step has to be integrated in the process (Alempijevic, 
2007) (Abramov, 2012). 

Then, we distinguish between three ways to 
process the images.  
 The two resulting images may be processed 

independently, usually leading to the 
definition of two masks that are combined. 
The decision may also integrate the past 
results or data from the previous frames. The 
final result is obtained after a smoothing as 
post processing (Camplani, 2014) (Gallego, 
2014). 

 Another approach is to aggregate the different 
data in a single data vector. This assumes the 
quality of the two sensors quality is equivalent 
otherwise this can give biased results 
(Stückler, 2010). 

 A third approach is to process the two images 
(RGB and D images) in a sequential way. The 
first type of data gives a mask that can be 
improved using the additional information and 
a post processing.  

Taking into account the specificities of the used 
sensors, we have chosen this last strategy, using 
depth data to define a coarse mask, improved by the 
colour information.  

2.2 Foreground/background 
Segmentation 

In the literature a wide variety of methods exists to 
detect an object in RGB and / or Depth images. We 
here distinguish between methods based on learning 
and more innovative approaches; the goal is to 
position and justify our methodological choices.  

The learning methods aim to model the 
characteristics of both background and foreground. 
The favorite approach is the use of Gaussian 
mixtures or assumption of other distributions as 
uniformity in parametric models (Camplani, 2014) 
(Gallego, 2014) (Schiller, 2011) (Stormer, 2010). 
Other approaches use non-parametric methods, for 
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example using kernel approaches to model some 
characteristic distributions (Elgammal, 2002) or a 
color model based on codebooks as in (Fernandez-
Sanchez, 2013). In other cases only raw 
characteristic samples are stored in order to be used 
during the decision step (Stückler, 2010). Then, 
segmentation decision can be handled by a simple 
thresholding step. This is only efficient when the 
sensor can efficiently enough discriminate between 
foreground and background. This is the case with 
Time on Fly (ToF) sensors (Crabb, 2008) (Wu, 
2008) (Frick, 2011). As this type of sensor is very 
accurate, the processing is simplified. For the 
sensors with lesser precision we can mention the use 
of classical clustering methods, such as neural 
networks (Maddalena, 2008), k nearest neighbour 
approaches when the learning step is limited to 
stored samples (KNN) (Barnich, 2011), region 
growing (Xia, 2011), mean-shift (Bleiweiss, 2009) 
or random forests (Stückler, 2010). All these well-
known clustering methods require training and their 
efficiency is depending on the type of environment 
in which the object or people is evolving. Each of 
the methods is therefore tuned for specific contexts 
and most only need an adaptive learning.  

Other methods attempt to obtain relevant 
segmentation without a learning step, but based on 
best boundary between two media. Graphs-cuts are 
used for instance in a US patent (Do, 2014). From 
annotations characterizing the inside and outside of 
the object, these two areas are defined by the 
minimum cut of the weighted graphs. The orientated 
graph is characterized by colour and depth 
differences between neighbouring pixels. This 
method is efficient when the limits between fore and 
background are neat and not too complex. One of 
the difficulties of this method is to fixe the size of 
the neighbouring zones. Other studies are relying on 
mean-shift approach that need a lower number of 
parameters to be tuned.  

Depending on the sensors used and the method 
chosen, the RGB / Depth data can be processed 
separately, and thus lead to the production of two 
masks that need to be combined by logical operators. 
One mask can be considered as master mask that 
will be improved through the second type data. 
Indeed we have not discussed the complexity 
process but this has to be taken into account when 
real time is needed. 

3 OUR METHOD 

In our study, data is extracted from low cost devices 

such as typical camera sensor Kinect or ASUS Xtion 
and so limited to indoor environments. The 
segmentation of people must be reliable, efficient, 
and able to be processed at the rate of 25 frames per 
second. In our choices, we have taken into account 
the qualities and defect of the sensor as well as the 
time limit of 40ms to process a frame. To obtain 
good results all available information present some 
interest either for better accuracy or to decrease 
processing time. As it happens, typical camera 
sensor such as Kinect or ASUS Xtion, are sold with 
some more sophisticated capabilities than the output 
to raw colour or depth signal. In fact the device 
includes some middleware libraries that are used in 
the play applications and that are available to the 
developers. Several information are available such 
as a pre-segmentation of the individual person 
present in the scenery, the segmentation of the 
person in a certain number of significant zones and a 
skeleton associated with the person. As our aim is 
not to build an avatar of the person or to analyse 
his/her gest, but only to reproduce them with high 
quality of the contours, we have chosen to use only 
the person extraction module. We have 
experimented the detection of the persons is robust 
but the segmentation at the contour level is not very 
precise. The aim of the work is to improve this 
segmentation integrating both colour and depth 
information. The most difficult parts are 
segmentation of the hairs and precision in 
segmenting the fingers within the hand when they 
are not touching. 

 

Figure 2 : raw person extraction given by ASUS Xtion 
software. 

3.1 General Organization 

Then, in order to spend more time on additional 
processes, we have chosen to replace the original 
depth map provided by the camera by the binarised 
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version that is available and is supposed to provide 
the different persons that are present in the video 
frame. This is an approximation of the 3D position 
of the surfaces and includes some parts where the 
depth has not been measured and where there is no 
results. An example of such a person extraction is 
given on figure 2. We also think, the only use of 
colour information gives results the quality of which 
is much depending on the image content, on the 
relative nature of the background and foreground 
colours. Then, according to the data types, it is better 
not to process independently the two information 
sources. Finally, to use the forces of each of the 
information sources and to prevent their weaknesses 
we decided to privilege binarised depth map. In fact 
the resolution of the depth map is lower than the 
resolution of the colour image. This map can be 
considered as an initialization of the process that 
will be improved by incorporating colour data but 
this is not done uniformly all over the frame but only 
when colour is pertinent enough for segmenting fore 
and background. A classification process is here 
involved.  

Possible post processing may allow visual 
improvement of the final display in order to decrease 
the imperfection appearances without any correction 
of the errors. Visual appearance is the most 
important concern of the study. Next we detail the 
different steps of the processing (see Figure 3). 

 

Figure 3: General organization. 

3.2 Depth Image Processing 

The output of ASUS camera system using only 
depth data provides a coarse segmentation of 
person(s) detected in the scene. We have chosen to 

use such information on the fly rather than to 
process the raw data. This rough segmentation gives 
a good detection of persons and a rather good 
estimate of the people contour but with many 
defaults such as flickers between frames or missing 
parts of the person. This differentiates our work 
from (Camplani, 2014) as we have a region 
approach rather than a contour based approach. The 
mask associated with presence of a person gives an 
irregular vision of the person and has to be smoothed 
using mathematical morphology operators (Serra, 
1982; Soille, 1999). In our case we operate a closure 
with a circular structuring element (radius of 3 
pixels) followed by a Gaussian blur to smooth the 
contour. The visual result is greatly improved, but 
colour information is not yet used. The result of this 
first step is a zone supposed to be associated with a 
person. From this binary image, the contours can be 
extracted. Next step is to take colour into account to 
improve the visual rendering.  
 

   
 (a)    (b) 

Figure 4: in (a) segmentation issued from the acquisition 
system (hard and soft) and in (b) improvement after 
morphological operations. 

3.3 Colour Refinement Principle 

The refinement is needed only when the contour of 
the improved depth map are not in coherence with 
the actual contour of the person to be extracted. This 
step is crucial for result visual quality. Based on the 
smoothed depth mask, a study in the neighbour of 
each contour point is needed; this is to estimate the 
confidence that can be associated with the depth 
contour. First we build a trimap like map. The set of 
contour points is dilated and defines the uncertainty 
zone. By definition, a priori, the pixels on either 
sides of the zone are labelled in a confident way as 
background or speaker (see Figure 5). They can be 
used to perform a first supervised classification. 

Here, the aim is to determine whether the pixel 
of fore / background can be discriminated and in the 
positive case to determine the class of each pixel in 
the uncertainty zone. A global approach, considering  

RGB image I Depth image 

Native extraction of 
people ID 

Improvement of  ID using 
morphological operators 

giving IC the contour zones Z

Classification of the Z 
pixels according to 2 

classes (inside/outside) 

Computation of a 
confidence index associated 

with the classification 

Decision in every pixel 
according confidence index 
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(a) 

 
(b) 

Figure 5: In (a) global image with background in dark 
grey, foreground in light grey and in between an 
uncertainty zone, in (b) a zoom on the enclosed area in (a), 
showing the background and the foreground zones 
specially in the neighbourhood of the white pixel. 

the whole image would be defeated when the 
background or the foreground are not uniform. Then 
we adopt a local approach in an adaptive way. A 
neighbouring zone ZP is associated with each pixel P 
in such a way that ZP contains pixels from the 
background and pixels in the foreground a priori 
defining two areas BP and FP. The colours 
respectively of the background and foreground can 
be locally learned. Here they are simply modelled by 
the mean colours mBP and mFP respectively in BP and 
FP. Thus, pixel P is classified according to its colour 
CP and to the mean colour nearest to it (see Figure 
5b).  

 

Two distances are compared:  

dF(P) = | CP - mFP |  (1)

dB(P) = | CP - mBP |  (2)

Without any rejection rule in the pixel classification, 
the result is obtained in a sequential process, first 
depth processing followed by colour processing. 
This is not satisfying as all the decisions are based 
on both types of data in an equal way. The results 

should be improved if we could benefit only from 
the best aspects of the two data types. This motivates 
a new step we present in next session. In fact depth 
precision is not so high near the edge of the person 
as there is a rapid change of depth at these points. 

3.4 Fusion of Depth and Colour 
Approaches 

As stated in the introduction, as far as our problem is 
concerned, neither colour nor depth is relevant at all 
points. Our aim is to combine the information in an 
intelligent way, locally deciding which information 
has a better quality and deciding to keep as a final 
conclusion the result obtained in either the first or 
the second step of our process. The use of depth 
initiates the process of a colour-based refinement. 
Indeed, as shown in figure 6, some edge points are 
located in areas where speaker and background 
colours are very similar. In figure 6, the more the 
colour of the neighbouring zones are red, the more it 
is difficult to distinguish between fore and 
background colours. In such cases, colour does not 
give a discriminant enough information and the 
confidence in the colour results is low. Thus, colour 
approach is used only in regions where the colour-
based classification is done with high confidence. 
This confidence is measured at pixels in the 
uncertainty zone by the difference between the dF(P) 
and dB(P). The colour label is assigned only if this 
difference is high enough.  

| dF(P) - dB(P) | > s (3)

with s a confidence margin. Otherwise the depth 
image process gives the final conclusion. 
 

The end result is smoothed by a very slight 
Gaussian blur aimed to eliminate any noise that may 
prevent misclassification. In next section some 
analysis of the results is presented. 

 

Figure 6: Circles indicate how foreground and background 
are similar, the more intense red the zone is, the lower the 
confidence is. 

p r 

 
Zp 
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4 EXPERIMENTS AND RESULTS 

First of all evaluation protocol has to be set. As 
precision in the person location is our aim, we have 
chosen evaluation at pixel level. The measure has to 
be based on the number of false positive pixels (FP) 
and of false negative ones (FN). The quality of the 
results depends on these pixels. 

A fair evaluation is very difficult because the 
different videos do not present the same difficulty 
level depending on their content, specially the 
number of people and objects present in the scene, 
the proximity of these objects, the location of the 
people in the scene, the similarity between colours in 
the people and in the background, the rapidity of the 
people movements, the quality of the data. Then a 
manually annotated benchmark is needed. We have 
used many videos with different levels of difficulty. 
The difference can be seen in Figure 7. The same 
person makes various movements in two different 
environments, one quite easy and the other more 
difficult because of the similarity of the colours of 
the blackboard and the person coat. A manual 
segmentation of the person on 5 frames of each 
video chosen every 100 frames makes the ground 
truth we use for the quantitative evaluation of the 
method.  

To illustrate the different roles of depth and 
colour knowledge along the process, we show in 
figure 8 an image extracted from one of the video 
both the RGB image (8a) and the depth image (8b) 
as well as the ground truth (8f). Then we have 
illustrated the difference between the ground truth 
and the segmentation results obtained from the depth 
map smoothed by morphological operations (8c), the 
improvement using colour (8d) in a uniform way 
along the contour, and the final result taking into 
account the context (8e), that is choosing according 
to the confidence associated with the local contrast 
between fore and background. The quality is linked 
to ratio of grey pixels. The false positive and the 
false  negative  pixels  are  respectively  indicated  in 

  
(a)   (b)  

Figure 7: two videos of different difficulties, in (a) high 
contrast between the person and the background and in (b) 
a more difficult on with similar colour on the person and 
the background. 

  
(a)    (b) 

  
(c)    (d) 

  
(e)    (f) 

 

Figure 8: In (a) and (b) the initial RGB and Depth images, 
in (c) results using only depth information, in (d) the 
improvement based on colour, in (e) the combination of 
the two, in (f) the ground truth segmentation, (g) natural 
segmentation based on (e). 

white and black. The grey level indicates the 
segmentation is coherent with the ground truth. 

On this example, we can notice the good 
improvement at the finger level. Also on the depth 
image we can see the bad segmentation at the hair 
level. The top part of the door is mistaken with the 
person hair. At the bottom, the arm is not 
differentiated from the body. 

The quantitative evaluation is based on the 5 
images extracted in the videos. Recall, precision of 
the pixels of the person are classical indexes to 
assess the method. In figure 9 and figure 10,  we  are 
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Figure 9: F-measure of proposed segmentation on the 
different frames with the “easy” video where the contrast 
is high between the person and the background, illustrated 
in figure 7a. 

presenting the F-measure associated with the 
original result provided by the camera itself, the 
smoothing morphology, the improvement given by 
colour, the adaptive combining method.  
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Figure 10: F-measure of proposed segmentation on the 
different frames with the “difficult” video where the 
person and the background have nearly the same colour, 
the video is illustrated in figure 7b. 

The results show that simple morphology 

improves result. Nevertheless, colour enables to 
have good results in “easy” cases but fails when the 
video is more “difficult”. Finally combining the two 
sources of information in an adaptive way thanks to 
the notion of uncertainty, gives the better results. 
The results are obtained in real-time on an Intel 
Pentium i7. 

5 CONCLUSIONS 

In this paper, relying on the initial results provided 
by the commercial new sensors based on RGB-D 
data, we introduced a real time and robust method 
using information produced by a new type of sensor 
in an adaptive way, in an intelligent way. The results 
applied to the segmentation of a speaker in a video-
conference context are convincing both on the visual 
aspect and on the computation time. The growing 
power of computers will enable to improve the 
colour processing that is to say the classification of 
the pixels, here we model the colours locally by a 
mean value. Both the F-measure computed and the 
user feedbacks show that the visual result is quite 
satisfactory. Further evaluation has to be performed 
and the method could be tested with other sensors. 
Nevertheless, visual enhancements may be 
introduced to make the display of the results in an 
even more agreeable visual perception. A smoothing 
process can achieve this. The flicker aspect can be 
eliminated making the process depend on the 
movement evaluation of the person. When there is 
no movement, the previous result can be considered 
as well calculated, when movement is occurring a 
new calculus is more appropriated. A combination 
depending on the movement speed is a good 
solution. 
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