Improvement of Recovering Shape from Endoscope Images Using RBF Neural Network
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Abstract: The VBW (Vogel-Breuß-Weickert) model is proposed as a method to recover 3-D shape under point light source illumination and perspective projection. However, the VBW model recovers relative, not absolute, shape. Here, shape modification is introduced to recover the exact shape. Modification is applied to the output of the VBW model. First, a local brightest point is used to estimate the reflectance parameter from two images obtained with movement of the endoscope camera in depth. After the reflectance parameter is estimated, a sphere image is generated and used for Radial Basis Function Neural Network (RBF-NN) learning. The NN implements the shape modification. NN input is the gradient parameters produced by the VBW model for the generated sphere. NN output is the true gradient parameters for the true values of the generated sphere. Depth can then be recovered using the modified gradient parameters. Performance of the proposed approach is confirmed via computer simulation and real experiment.

1 INTRODUCTION

Endoscopy allows medical practitioners to observe the interior of hollow organs and other body cavities in a minimally invasive way. Sometimes, diagnosis requires assessment of the 3-D shape of the observed tissue. For example, the pathological condition of a polyp often is related to its geometrical shape. Medicine is an important area of application of computer vision technology. Specialized endoscopes with a laser light beam head (Nakatani et al., 2007) or with two cameras mounted in the head (Mourgues et al., 2001) have been developed. Many approaches are based on stereo vision (Thormaehlen et al., 2001). However, the size of the endoscope becomes large and this imposes a burden on the patient. Here, we consider a general purpose endoscope, of the sort still most widely used in medical practice.

Shape recovery from endoscope images is considered. Shape from shading (SFS) (Horn, 1975) and Fast Marching Method (FMM) (Sethian, 1996) based SFS approach (Kimmel and Sethian, 2001) are proposed. These approaches assume orthographic projection. An extension of FMM to perspective projection is proposed in (Yuen et al., 2007). Further extension of FMM to both point light source illumination and perspective projection is proposed in (Iwahori et al., 2010). Recent extensions include generating a Lambertian image from the original multiple color images (Ding et al., 2010), (Neog et al., 2011). Application of FMM includes solution (Iwahori et al., 2014) under oblique illumination using neural network learning (Ding et al., 2009). Most of the previous approaches treat the reflectance parameter as a known constant. The problem is that it is impossible to estimate the reflectance parameter from only one image. Further, it is also difficult to apply point light source based photometric stereo (Iwahori et al., 1990) in the context of endoscopy.

Iwahori et al. (Iwahori et al., 1997) developed Radial Basis Function Neural Network (RBF-NN) photometric stereo, exploiting the fact that an RBF-NN is a powerful technique for multi-dimensional non-parametric functional approximation.

Recently, the Vogel-Breuß-Weickert (VBW) model (Vogel et al., 2007), based on solving the Hamilton-Jacobi equation, has been proposed to recover shape from an image taken under the conditions of point light source illumination and perspective projection.
projection. However, the result recovered by the VBW model is relative. VBW gives smaller values for surface gradient and height distribution compared to the true values. That is, it is not possible to apply the VBW model directly to obtain exact shape and size.

This paper proposes a new approach to improve the accuracy of polyp shape determination as absolute size. The proposed approach estimates the reflectance parameter from two images with small camera movement in the depth direction. A Lambertian sphere model is synthesized using the estimated reflectance parameter. The VBW model is applied to the synthesized sphere and shape then is recovered. An RBF-NN is used to improve the accuracy of the recovered shape, where the input to the NN is the surface gradient in the depth direction. A Lambertian sphere is synthesized using the estimated reflectance parameter.

The following processing is applied to each point of the image. First, the initial value for the depth is assumed. When uniform Lambertian reflectance and point light source are assumed, image intensity depends on the dot product of surface normal vector and the light source direction vector subject to the inverse square law for illuminance.

\[
E = \frac{C(s \cdot n)}{r^2}
\] (3)

where \(E\) is image intensity, \(s\) is a unit vector towards the point light source, \(n\) is a unit surface normal vector, and \(r\) is the distance between the light source and surface point.

The proposed approach estimates the value of the reflectance parameter, \(C\), using two images acquired with a small camera movement in the depth direction. It is assumed that \(C\) is constant for all points on the Lambertian surface. Regarding geometry, it is assumed that both the point light source and the optical center of lens are co-located at the origin of the \((X,Y,Z)\) world coordinate system. Perspective projection is assumed.

The actual endoscope image has the color textures and specular reflectance. Using the approach proposed by (Shimasaki et al., 2013) the original input endoscope image is converted into one that satisfies the assumptions of a uniform Lambertian gray scale image.

The procedure to estimate \(C\) is as follows.

**Step 1.** If the value of \(C\) is given, depth \(Z\) is uniquely calculated and determined at the point with the local maximum intensity (Tatematsu et al., 2013). At this point, the surface normal vector and the light source direction vector are aligned and produce the local maximum intensity for that value of \(C\).

**Step 2.** For camera movement, \(\Delta Z\), in the \(Z\) direction, two images are used and the difference in \(Z\), \(Z_{\text{diff}}\), at the local maximum intensity points in each image is calculated. Here the camera movement, \(\Delta Z\), is assumed to be known.

Here, it is noted that the shape obtained with the VBW model is given in a relative scale, not an absolute one. The obtained result gives smaller values for surface gradients than the actual gradient values.

### 3 PROPOSED APPROACH

#### 3.1 Estimating Reflectance Parameter

When uniform Lambertian reflectance and point light source are assumed, image intensity depends on the dot product of surface normal vector and the light source direction vector subject to the inverse square law for illuminance.

\[
E = \frac{C(s \cdot n)}{r^2}
\]

where \(E\) is image intensity, \(s\) is a unit vector towards the point light source, \(n\) is a unit surface normal vector, and \(r\) is the distance between the light source and surface point.

The proposed approach estimates the value of the reflectance parameter, \(C\), using two images acquired with a small camera movement in the depth direction. It is assumed that \(C\) is constant for all points on the Lambertian surface. Regarding geometry, it is assumed that both the point light source and the optical center of lens are co-located at the origin of the \((X,Y,Z)\) world coordinate system. Perspective projection is assumed.

The actual endoscope image has the color textures and specular reflectance. Using the approach proposed by (Shimasaki et al., 2013) the original input endoscope image is converted into one that satisfies the assumptions of a uniform Lambertian gray scale image.

The procedure to estimate \(C\) is as follows.

**Step 1.** If the value of \(C\) is given, depth \(Z\) is uniquely calculated and determined at the point with the local maximum intensity (Tatematsu et al., 2013). At this point, the surface normal vector and the light source direction vector are aligned and produce the local maximum intensity for that value of \(C\).

**Step 2.** For camera movement, \(\Delta Z\), in the \(Z\) direction, two images are used and the difference in \(Z\), \(Z_{\text{diff}}\), at the local maximum intensity points in each image is calculated. Here the camera movement, \(\Delta Z\), is assumed to be known.
Step 3. Let \( f(C) \) be the error between \( \Delta Z \) and \( Z_{\text{diff}} \). \( f(C) \) represents an objective function to be minimized to estimate the correct value of \( C \). That is, the value of \( C \) is the one that minimizes \( f(C) \) given in Eq.\( (4) \).

\[
f(C) = (\Delta Z - Z_{\text{diff}}(x,y))^2
\]  \( (4) \)

3.2 NN Learning for Modification of Surface Gradient

The size and shape recovered by the VBW model are relative. VBW gives smaller values for surface gradient and depth compared to the true values. Here, modification of surface gradient and improvement of the recovered shape are considered. First, the surface gradient at each point is modified by a neural network. Then the depth is modified using the estimated reflectance parameter, \( C \), and the modified surface gradient, \((p,q) = (\partial Z/\partial x, \partial Z/\partial y)\). A Radial Basis Function Neural Network (RBF-NN) (Ding et al., 2009) is used to learn the modification of the surface gradient obtained by the VBW model.

Using the estimated \( C \), a sphere image is synthesized with uniform Lambertian reflectance.

The VBW model is applied to this synthesized sphere. Surface gradients, \((p,q)\), are obtained using forward difference of the \( Z \) values obtained from the VBW model.

The estimated gradients, \((p,q)\), and the corresponding true gradients for the synthesized sphere, \((p,q)\), are given respectively as input vectors and output vectors to the RBF-NN. NN learning is applied.

After NN learning, the RBF-NN can be used to modify the recovered shape for other images.

Two endoscope images, (a) and (b), and the images assuming Lambertian reflectance, (c) and (d), generated using (Shimasaki et al., 2013), are shown in Fig.1.

An example of the objective function, \( f(C) \), is shown in Fig.2.

![Figure 2: Objective Function \( f(C) \).](image)

![Figure 1: Endoscope Image and Lambertian Image.](image)

![Figure 3: Synthesized Sphere for NN Learning.](image)

The synthesized sphere image used in NN learning is shown in Fig.3(a). Surface gradients obtained by the VBW model are shown in Fig.3(b)(c) and the corresponding true gradients for this sphere are shown in Fig.3(d)(e). Points are sampled from the sphere as input for NN learning, except for points with large values of \((p,q)\). The procedure for NN learning is shown in Fig.4.

3.3 NN Generalization and Modification of \( Z \)

The trained RBF-NN allows generalization to other test objects. Modification of estimated gradients,
$(p,q)$, is applied to the test object and its depth, $Z$, is calculated and updated using the modified gradients, $(p,q)$.

In the case of endoscope images, preprocessing is used to remove specularities and to generate a uniform Lambertian image based on (Shimasaki et al., 2013).

Next, the VBW model is applied to this Lambertian image and the gradients, $(p,q)$, are estimated from the obtained $Z$ distribution.

The estimated gradients, $(p,q)$, are input to the NN and modified estimates of $(p,q)$ are obtained as output from the NN.

Recall that the reflectance parameter, $C$, is estimated from $f(C)$, based on two images obtained by small movement of endoscope in the $Z$ direction.

The depth, $Z$, is calculated and updated by Eq.(5) using the modified gradients, $(p,q)$, and the estimated $C$, where Eq.(5) also is the original equation developed in (Iwahori et al., 2010).

$$Z = \sqrt{\frac{CV(-px - qy + f)}{E(p^2 + q^2 + 1)^2}}$$

Again, $(p,q) = \frac{\partial Z}{\partial X}$, $\frac{\partial Z}{\partial Y}$), $E$ represents image intensity, $f$ represents the focal length of the lens and $V = \frac{1}{f^2}$.

A flow diagram of the processing described above is shown in Fig.5.

4 EXPERIMENTAL RESULTS

4.1 NN Learning

A sphere was synthesized with radius 5mm and with center located at $(0, 0, 15)$. The focal length of the lens was 10mm. The image size was $9\text{mm} \times 9\text{mm}$ with pixel size $256 \times 256$ pixels.

The VBW model was used to recover the shape of this sphere. The resulting gradient estimates, $(p,q)$, are shown in Fig.3(b) and (c), respectively.

These estimated gradients, $(p,q)$, are used as NN input and the corresponding true gradients, $(p,q)$, output from the NN, are shown in Fig.3(d) and (e). Learning was done under the conditions: error goal $1.0e^{-1}$, spread constant of the radial basis function $0.00001$, and maximum number of learning epochs 500. Learning was complete by about 400 epochs with stable status.

The results of learning is shown in Fig.6.

4.2 Computer Simulation

Computer simulation was performed for a second pair of synthesized images to confirm the performance of
NN generalization. Synthesized cosine curved surfaces were used, one with center located at coordinates (0, 0, 12) and the other with center at (0, 0, 15). Common to both, the reflectance parameter, $C$, is 120, the focal length, $f$, is 10mm and the waveform cycle is 4mm and the ± amplitude is 1mm. Image size is 5mm×5mm and pixel size is 256×256 pixels.

The synthesized image whose center is located at (0, 0, 12) is shown in Fig.7(a) and the one with center located at (0, 0, 15) is shown in Fig.7(b).

The reflectance parameter, $C$, was estimated according to the proposed method. Using the learned NN, the gradients, $(p, q)$, obtained from the VBW model were input and generalized. The gradients, $(p, q)$, were modified and the depths, $Z$, were updated using Eq.(5).

The graph of the objective function, $f(C)$, is shown in Fig.8 and the true depth is shown in Fig.9(a). The estimated $C$ was 119 (compared to the true value of 120). The estimated $Z_{diff}$ was 2.9953 (compared to the true value of 3).

The result recovered by VBW for Fig.7(a) is shown in Fig.9(b). The modified values of depth, using the NN and Eq.(5), are shown in Fig.9(c).

Table 1 gives the mean errors in surface gradient and depth estimation. The percentages given in the $Z$ column represent the error relative to the amplitude of maximum−minimum depth (=4mm) of the cosine synthesized function. In Table 1, the original VBW results have a mean error of around 3.8 degrees for the surface gradient while the proposed approach reduced the mean error to about 0.1 degree. Depth estimation also improved to a mean error of 8.3% from 43.1%. NN generalization improved estimation of shape for an object with different size and shape. It took 9 seconds to recover the shape while it took 61 seconds for NN learning with 428 learning epochs, that is, it took 70 seconds in total.

Computer simulation was performed for a second pair of synthesized images to confirm the performance of NN generalization. Synthesized cosine curved surfaces were used, one with center located at coordinates (0, 0, 12) and the other with center at (0, 0, 15). Common to both, the reflectance parameter, $C$, is 120, the focal length, $f$, is 10mm and the waveform cycle is 4mm and the ± amplitude is 1mm.

Another experiment was performed under the following assumptions. The reflectance factor, $C$, is 590, the focal length, $f$, is 10mm and the object is a sphere with radius 5mm. The centers for two positions of the sphere were set at (0, 0,15) and (0, 0, 17) respectively, as shown in Fig.10. The image size was 9mm×9mm with pixel size 360×360 pixels. Here, 4% Gaussian noise (mean 0, variance 0.02, standard deviation 0.14142) is added to each of the two input images.

The graph of the objective function, $f(C)$, is shown in Fig.11 and the true depth is shown in Fig.12(a). The result recovered by VBW is shown in Fig.12(b). The improved result is shown in Fig.12(c). The mean errors in surface gradient and depth are shown in Table 2. Evaluations for 6% (mean 0, variance 0.03, standard deviation 0.17320) and 10% (mean 0, variance 0.03, standard deviation 0.17320) Gaussian noise included in Table 3, as well.

<table>
<thead>
<tr>
<th>Table 1: Mean Error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>VBW</td>
</tr>
<tr>
<td>Proposed</td>
</tr>
</tbody>
</table>
Learning epochs for Gaussian noise 4%, 6% and 10% were 212, 212 and 210. Processing time was around 40 seconds for every case of different Gaussian noises.

The reflectance parameter, $C$, estimated from Fig. 11, was 591. Improvement in the estimated results is shown in Fig. 12(a)(b)(c) and Table 2.

In all three cases, Gaussian noise of 4%, 6% and 10%, the proposed approach reduced the mean error in $Z$ significantly compared to the original VBW model.

This suggests generalization using the RBF-NN is robust to noise and is applicable to real imaging situations, including endoscopy. Result of VBW model gives less errors with noises but this is based on the result that the recovered shape is relative scale and sensitive to the original intensity of each point according to Gaussian noise, while the proposed approach gives much better shape with the absolute size. Although the error increases a little bit according to Gaussian noise, the approach is still robust and stable result is obtained.

### 4.3 Real Image Experiments

Two endoscope images obtained with camera movement in the $Z$ direction are used in the experiments.

The reflectance parameter, $C$, was estimated and a RBF-NN was learned using a sphere synthesized with the estimated $C$. VBW was applied to one of the images which was first converted to a uniform Lambertian image.

Surface gradients, $(p, q)$, were modified with the NN then depth, $Z$, was calculated and updated at each image point. The focal length, $f=10\text{mm}$, the image size $5\text{mm} \times 5\text{mm}$, and camera movement, $\Delta Z=3\text{mm}$, were assigned to the same known values as those in the computer simulation. The error goal was set to be 0.1.

The two endoscope images are shown in Fig. 13(a) and (b). The generated Lambertian images are shown in Fig. 13(c) and (d), respectively.

The objective function, $f(C)$, is shown in Fig. 14. The result from the VBW model is shown in Fig. 15(a) and the modified result is shown in Fig. 15(b).

The estimated value of the reflectance parameter, $C$, was 1141. The difference in depth, $Z$, at the local maximum point was 1 [mm] for the camera movement $Z_{\text{diff}}$ between two images. In Fig. 13(c)(d), specularities were removed compared to Fig. 13(a)(b). The converted images are gray scale with the appearance of uniform reflectance. Fig. 15(b) gives a larger depth range than Fig. 15(a). This suggests depth estimation is improved. The size of the polyp was 1cm and the processing time for shape modification was 9 seconds. As it took 117 seconds for NN learning with 540 epochs, a total processing time was 126 seconds.

Although quantitative evaluation is difficult, medical doctors with experience in endoscopy qualitatively evaluated the result to confirm its correctness. Different values of the reflectance parameter,
C, were estimated in different experimental environments. The absolute size of a polyp is estimated based on the estimated value of $C$. Accurate values of $C$ lead to accurate estimation of the size of the polyp. The estimated polyp sizes were seen as reasonable by the medical doctor. This qualitatively confirms that the proposed approach is effective in real endoscopy.

Another experiment was done for the endoscope images shown in Fig. 16(a)(b). The generated gray scale Lambertian images are shown in Fig. 16(c)(d), respectively. Here the focal length is 10mm, image size is $5mm \times 5mm$, pixel size is $256 \times 256$ and $\Delta Z$ was set to be 10mm.

The graph of $f(C)$ is shown in Fig. 17. The VBW result for Fig. 16(d) is shown in Fig. 18(a), while that for the proposed approach is shown in Fig. 18(b).

$C$ was estimated as 4108 from Fig. 17. Fig. 18(b) shows greater depth amplitude compared to Fig. 18(a). The estimated size of the polyp was about 5mm. This corresponds to the convex and concave shape estimation based on a stain solution. It took 60 seconds for NN learning with 420 epochs and a total processing time was 70 seconds.

4% Gaussian noise was added to a real image and the corresponding results are shown in Fig. 19(a). Shape was estimated from the generated Lambertian image, shown in Fig. 19(b). The corresponding results are shown in Fig. 19(c) and Fig. 19(d). Here the focal length is 10mm, image size is $5mm \times 5mm$, pixel size is $256 \times 256$ and $\Delta Z$ was 3mm.

In this paper, it is assumed that movement of the endoscope is constrained to be in the depth, $Z$, direction only. Here, it is seen that the result is acceptable.
even when camera movement is in another direction, provided rotation is minimal and the overall camera movement is still small.

![Endoscope](image1.png) ![Lambert](image2.png)

Figure 19: Result with Gaussian Noise.

The reflectance parameter, $C$, was estimated as 132.44 and Fig. 19(b) shows the final estimated shape. Total of processing time was 90 seconds including 80 seconds for NN learning with 480 epochs.

The estimated size of this polyp was about 1cm. Although Gaussian noise was added, shape recovery remained robust.

5 CONCLUSION

This paper proposed a new approach to improve the accuracy of absolute size and shape determination of polyps observed in endoscope images.

An RBF-NN was used to modify surface gradient estimation based on training with data from a synthesized sphere. The VBW model was used to estimate a baseline shape. Modification of gradients with the RBF-NN improved the accuracy of that baseline shape estimation. Estimation of the reflectance parameter, $C$, was achieved under the assumption that two images are acquired via small camera movement in the depth, $Z$, direction. The RBF-NN is non-parametric in that no parametric functional form has been assumed for gradient modification. The approach was evaluated both in computer simulation and with real endoscope images. Results confirm that the approach improves the accuracy of recovered shape to within error ranges that are practical for polyp analysis in endoscopy.
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