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Abstract. After presenting an overview about the most commonly referred reasons and issues for bad practice in software security requirements engineering, this paper introduces a security interdependency model, illustrating the implications between software and its physical, technical and organizational environment. The model is described in detail and the mutual implication and interdependencies between software security (requirements) and the operational environment are explained, enhanced with illustrative examples. Conclusions and further research perspectives with respect to security requirements engineering, and security in general are drawn.

1 Introduction

Poor requirements engineering and management is one of the most relevant reasons for software project cancellations [1]. Moreover, most vulnerabilities and weaknesses in software systems originate from inadequate or incomplete security requirements [2].

Although the actual financial damage is hard to quantify, security flaws cause a negative financial impact of several billion USD a year [3]. The costs of correcting an error increase rapidly with each phase of the development life cycle that the correction is delayed [4]. In other words, errors made during the requirements engineering phase have a high negative impact on the overall success as well as on time, budget and security of software development project. From a security perspective these perceptions motivate that security considerations should be done in the earlier phases of the development lifecycle. In recent years the former paradigm to ‘penetrate and patch’ was replaced by security software development at the design and coding stage [5], however it did not yet reach the requirements engineering phase in many cases. Practical experience and a recent survey [6] indicate that security requirements are seldom explicitly elicited and documented as part of the requirements engineering phase, but instead are mostly considered during the implementation phase.

In literature on security requirements engineering it is often stated that the application of security requirements engineering methods and techniques in projects and the maturity of security requirements specifications are mostly poor (e.g. [7]) or do not
exist. “Most of the work for traditional requirements engineering fails to explicitly consider security” [2]. Mead states in [8] “When security requirements are considered at all during the system life cycle, they tend to be general lists of security features such as password protection, firewalls, virus detection tools, and the like”.

Although much work has been done in the recent years to improve the overall maturity of the security requirements engineering domain, still a lot of uncertainties and inconsistencies exist and the practical application of existing methods and the maturity of security requirements specifications needs improvement. Security requirements engineering is still a challenging task, requiring profound security and security requirements engineering method knowledge.

It is the objective of this paper to examine the interdependencies between software and the environment, as one important component of security requirements engineering. In section 2 we present a summary of frequently mentioned issues leading to poor security requirements engineering, which serve as basis to derive and explain the motivation for our focus topic about the environmental implications on security requirements engineering. Section 3 provides a security dependency model how to visualize and describe the interdependencies between software and its environment, and explains the implications (i.e. constraints, influences and assumptions) on security requirements engineering. For a better understanding, the model is explained using two examples. In section 4 we summarize, draw conclusions and reflect these with the associated commonly referred issues in security requirements engineering (as given in section 2) and finally motivate further research work in section 5.

2 Motivation and Background

The reason for the sparse usage of security requirements engineering methods and techniques in projects and the lack of maturity of security requirements specifications can be traced back to various issues. Frequently mentioned issues related to organizational and skill-related deficiencies are:

- Lack of security awareness [9]
- Feared negative business implications [10]
- Insufficient integration of security into development lifecycle processes [11, 6, 12]
- Lack of skills for security or security requirements engineering [10, 11].

Whilst these issues can only hardly be addressed by the research community, other problems are related to the current state of the art of security requirements engineering. Typically referred problems are:

Understandability and Usability of Security Requirements Engineering Methods and Frameworks. To identify and analyze the threat, attacker and misuse perspective various methods exist such as Microsofts STRIDE [13], Practical Threat Analysis (PTA) [14], Attack Path Analysis [15], Abuse Cases [16], Misuse Cases [17, 18], Anti Models [19] and many more. Moreover various modeling-oriented methods such as Tropos [20], CORAS [21], UMLSec [22] and Secure UML [23] were proposed to improve the
modeling of security requirements. However, all of these methods require certain security knowledge. They will only work sufficiently, if the security requirements analyst and the software architects know about the capabilities of attackers, available attacker tools on the market, typical threats, weaknesses and vulnerabilities. If one does not understand the mindset of an attacker, typical weaknesses and available exploits, the result of a threat analysis will likely be of only limited value. Although numerous publications state that security requirements engineering is important, only little concrete and specific advice is provided which can immediately be used in projects [24]. Security requirements engineering approaches are mainly tested on small scale, demanding for a broader external validation to demonstrate their effectiveness and usefulness in developing security solutions [12]. There is a demand amongst security practitioners that security requirements engineering methods must primarily be understandable and useable, besides being “formally pleasing or academically correct” [24].

**Heterogeneous Definitions of Security Requirements.** There is no common agreement what a security requirement is [12]. Moreover existing approaches do not agree on the extent to which the requirements should state concrete security measures [24]. This induces uncertainty among requirements engineering practitioners about the good practice of security requirements specifications and moreover leads to heterogeneous sets of security requirements ranging from a small set of high level security goals up to extensive lists of functional and non-functional security requirements or even concrete security measures.

**Missing Consideration or Documentation of (trust) Assumptions.** A trust assumption is “the firm belief in the competence of an entity to act dependably, securely and reliably within a specified context” [25]. “Trust assumptions can be used by a requirements engineer to help define and limit the scope of analysis and to document the decisions made during the process” [26]. “The level of trust has an approximate inverse relationship to the degree of risk” [25], which means that if everything and everyone is trusted no security threats and risks need to be incorporated, and therefore no security requirements need to be specified to address the threats and risks (assuming that no other external constraints or influences demand for security requirements). Unlike software-specific security requirements, assumptions cannot be enforced by the software-to-be [27], however they should be documented to ensure that organizations deploying the software in an environment know them and can develop environment-specific security requirements and measures to fulfill the trust assumptions. Unfortunately trust assumptions or trust relations are seldom explicitly defined [28], since most of related work focusing on security requirements do not put much emphasis on trust [26].

**Lack of Incorporation of the (intended) Operational Environment.** “The system-to-be is in essence composite; it comprises both the software and its environment” [27]. Therefore security imposes not only constraints on software, but also on the environment [11]. If assumptions and constraints on the operational environment that have been made during the software development are not clearly specified and documented, they cannot be considered as input for secure deployment, operation and maintenance. Experience shows that assumptions and constraints resulting from the software design on the environmental (e.g. as part of a product sheet, a configuration or deployment guideline) are seldom explicitly specified.
In the following we investigate the interdependencies between the software security requirements, trust assumptions and the environment, by introducing a security dependency model for later discussion.

3 Interdependencies Between Software and Its Environment

3.1 Model to Illustrate the Interdependency Between Software and Its Environment

To sketch the interdependency between software and its environment, we use a security dependency model as displayed in figure 1. The model consists of three scope areas which are briefly introduced in the following. Since this paper is about software security requirements engineering, we focus on the interdependency between software and its environment (displayed as bold arrows) and do not explain the interdependency between the physical and technical, and the organizational environment (displayed as dotted arrows).

![Security interdependency model](image)

**Fig. 1.** Security interdependency model.

*Software / Component(s).* The heart of the model is the software itself. Typical software security aspects (sometimes also referred to as security quality factors [29]) are authentication, authorization/access control, session management, data at rest security or data in transit security. The desired outcome of the security requirements engineering phase is a set of security requirements and trust assumptions, which are typically part of a software requirements specification document. Software is deployed in an operational environment. We define an operational environment (similar to the definition of the term ‘environment’ in [30]) as procedures, conditions, and objects affecting the development, operation, and maintenance of a system. Since this definition is generic, we further subdivide the operational environment into a physical and technical environment and an organizational environment. The reason to split up the operational environment is motivated by the fact that constraints, influences and assumptions on and from software significantly vary between the two environmental scope areas. Furthermore the security measures being required to satisfy the security requirements can typically be assigned to one of both environment scope areas.
**Physical and Technical Environment.** The physical and technical environment consists of relevant physical and technical conditions and objects which are relevant for the software. Examples for objects within the physical and technical environment are servers, the areas, building and rooms where relevant system components are sited, client devices, network(s), other neighboring systems or services relevant for the software. Furthermore other security mechanisms and services protecting the infrastructure are in scope. Security aspects related to the system in its physical and technical environment are e.g. physical security, network security, secure software configuration, secure system configuration and hardening, malware protection.

**Organizational Environment.** The organizational environment includes relevant organizational aspects as well as processes and procedures required to securely set-up, operate, maintain and use the software. Examples for organizational aspects are e.g. the issuance of mandatory security policies and guidelines, the set-up of a security organization with clearly defined roles and responsibilities and the conduction of security training and awareness activities for employees and third party personnel. Examples for operational security related processes and procedures are user management, privilege management, key management, vulnerability and patch management, incident management and many more.\(^4\)

**Constraints / Influence on Software Security Requirements (bold inbound arrows).** During security requirements engineering for software relevant constraints and influences from both, physical and technical environment, as well as the organizational environment need to be considered. The organizational environment constraints and influences the software security requirements by various means, namely:

- Stakeholder related needs such as functional needs, other non-security quality needs, business goals, asset protection needs, security goals
- Compliance obligations such as company-internal policies, legal, regulatory and normative obligations, accreditation, certification and auditing needs
- Domain-specific obligations such as sector or domain-specific characteristics or restrictions which specifically need to be considered)
- Threat / attacker / misuse perspective such as threats or attacks originating in the organizational environment, commonly referred weaknesses or vulnerabilities. The physical and technical environment constraints and influences the software security requirements through various parameters such as:
  - Intended hosting model e.g. internal / on-premise, external / off-premise, combined
  - Deployment model e.g. private, public, community, hybrid
  - Client component-related aspects e.g. bring your own device vs. company owned and managed devices
  - Implemented security services e.g. IDS, IPS, firewalls, network segmentation, malware protection (and many more)

Based on these characteristics the relevant threat, attacker and misuse perspective needs to be modeled and analyzed. It must be clear which threats and risk exist due to the phys-

\(^4\) Please note that for simplicity reasons we intentionally omit non-operational security processes such as security risk management, security policy review and update, HR-related security aspects, etc.
ical and technical environment. Furthermore it must be analyzed how well established the assumed security mechanisms within the physical or technical environment are, and who or what is considered trusted.

Trust Assumptions / Constraints on the Environment (bold outbound arrows). Assumptions and constraints from software on the environment cannot be enforced by the software-to-be [27]. Nevertheless trust assumptions need to be fulfilled in the operational environment to guarantee that the taken software security measures are sufficient. Therefore trust assumptions being made during the software development as well as constraints on the environment must explicitly be specified, instead of simply assuming or hoping that they are satisfied e.g. by organizational norms and regulations, etc. [27]. Trust assumptions influencing the operational environment must be met by the customer to ensure that the software security requirements and measures are sufficient. Therefore specified trust assumptions must be handed over to and be analyzed by the customer within the concrete environment. Security requirements and associated security measures for the physical and operational requirement, as well as the organizational environment must be specified in order to meet these trust assumptions.

3.2 Example 1 - Influence from the Operational Environment on Software Security Requirements

To illustrate the influence from the operational environment on software security (requirements engineering) and to motivate the need for a comprehensive security analysis, we use a username / password-based user authentication mechanism as example.\(^5\) Good practice and typical measures for password-based authentication are e.g. enforcement of a good password policy, enforcement of initial password change after first login, confidential transmission of passwords, etc. What might nevertheless lead to an unauthorized access even if the software-side user authentication mechanism is implemented well? A weakness or vulnerability in the physical or technical environment such as an unpatched server being exploited from the internet, theft of server components due to insufficient physical area or equipment protection. This may lead to a loss of usernames and associated passwords e.g. as part of username and passwords stored in a database and therefore compromise the security of the user authentication mechanism. Moreover, an attacker could exploit weaknesses in the organizational environment e.g. by using social engineering techniques to trick a service desk employee to reveal user password via telephone. This attack is possible even if we would assume a software-side authentication mechanism following good practices and a well secured physical and technical environment. An intuitive reaction would be to address the threats and mitigate the risk in the operational environment where they originate, but can these non-software related threats also be addressed by the software? In some cases the mentioned threats in the physical and technical, as well as the organizational environment can be either mitigated directly in the respective scope areas or by software-specific countermeasures. In our

\(^5\) Please note that for simplicity reason we omit any potential stakeholder related needs, compliance obligations or domain-specific obligations, but concentrate on the threat, attacker and misuse perspective.
example, the risk of an unpatched system can be reduced by implementing countermeasures in the environment e.g. by hardening the server and protecting the physical area and equipment from unauthorized physical access. However the impact and thus also the risk of a hacked or stolen server component and the resulting loss of the password table can also be treated on software-level by implementing a mechanism to store passwords on the server only as salted hashes. Also the risk of social engineering attacks can be addressed on the one hand in the organizational environment, e.g. by performing security training and awareness for employees and on the other hand by the software security mechanisms, e.g. by providing a password reset and transmission functionality, in which passwords are never shown in clear text to a service desk employee and can only be transmitted via an encrypted email.\(^6\) The example shows that attacks which are primarily threatening the operational environment and therefore not primarily the software can influence the software security requirements and software security mechanisms. If one could assume that the technical and organizational environment is fully trusted, passwords would probably not be stored as salted hashes. However this would imply that the operational environment is considered absolutely secure and thus hack proof and furthermore that administrators are allowed to see passwords in clear text, which is a very unrealistic assumption. The same applies for the organizational environment. If one could fully trust all service desk employees and they are assumed to withstand social engineering attacks, one would not have to design a sophisticated authentication mechanism but could verify the identity of a caller with adequate procedural measures. Furthermore the example indicates that the less predictable the variety of potential operational environments of a software-to-be are, the more difficult it becomes to specify valid trust assumptions and proper security requirements. The reason for that is that constraints and influences are not clear or may vary significantly. This on the one hand affects the number of potential threats, and on the other hand other influences and constraints need to be incorporated in the security requirements engineering phase to come to a proper security and trust assumption specification. The less concrete the influences from the operational environment on software are, the higher the variability and level of security should be.

### 3.3 Example 2 - Implications of Trust Assumptions / Constraints

We assume for our second example a client-server Web application using the Internet for the exchange of sensitive information. The software security aspect in our example that we want to focus on is ‘input validation’ in order to prevent various kinds of injection attacks. We assume the following trust assumptions (TA):

- TA1) Legitimate users do not enter malicious input data.
- TA2) Only legitimate users can access the system.

These two trust assumption are often implicitly assumed but nevertheless unrealistic. They limit the amount of threats and attacks which have to be considered during the software security requirements engineering phase, since a requirements engineer would

\(^6\) Please note that of course there are multiple other countermeasures which can address the threat and mitigate the risk.
not have to specify any security requirements related to input validation. How do the trust assumptions influence the operational environment? The organization deploying the software somehow has to ensure that the trust assumptions are met in the physical and technical, as well as the organizational environment. One could say that trust assumptions and constraints must be treated as security requirements in the operational environment and must result in adequate organizational, physical and technical security measures. In our example, resulting security measures to be implemented by the customer in order to satisfy TA1 might be:

- Conduction of security awareness and training for employees, as well as integration of a code of conduct as part of working contracts, and / or
- Implementation of a security proxy, ensuring user data input validation before input is forwarded to the server.

To satisfy the second trust assumption TA2, the customer might implement physical area and equipment protection measures for client devices and server, and prevent unauthorized logical access by using a physically isolated, access protected network. The example shows that trust assumptions are not only relevant for security during software development, but also play an important role as constraints on the physical, technical and organizational environment. Trust assumptions concerning the operational environment being made during software security requirements engineering are constraints that must be considered during security requirements engineering in the context of a software integration or deployment project. Therefore trust assumptions shall be made transparent to the software customer e.g. in a product sheet, configuration guideline, operating instruction or some kind of security documentation. Moreover not only the knowledge about implemented security-relevant functions in terms of ‘what’ and how they can be configured are of interest, but also the ‘why’ and relevant scenarios for which the security mechanism should be used. This facilitates on the one hand the evaluation of software security e.g. to check if a software product fits the desired purpose and is suitable for the intended environment. On the other hand it makes it easier to securely set-up, operate, maintain and use a software product by following the intended purpose and configurations. It is advisable that recommendations for the use of certain security functionality or configuration are associated with environmental constraints such as ‘If client-server communication takes place over an untrusted network, the following software configuration is recommended’ or ‘Security of data in transit cannot be guaranteed by the software but must be ensured by additional network security mechanisms in the technical or physical environment.’

4 Summary and Conclusions

We started with the presentation of typical issues related to security requirements engineering, followed by the introduction and explanation of a security interdependency model. Influences from the operational environment on software security requirements,
as well as implications of trust assumptions on the environment were presented and illustrated with two examples. On the basis of the security dependency model and the given examples we can draw following conclusions:

Dependency between security requirements and Trust Assumption. Implicit and explicit trust assumptions influence the scope of the security analysis, as well as the elicitation and specification of security requirements. Therefore security requirements and trust assumptions are interdependent and must be considered together to ensure an adequate level of risk.

Constraints / Influence on Software Security Requirements (bold inbound arrows). Both, the threats immediately affecting a software product, as well as threats in the operational environment of a software influence security requirements and associated software security mechanisms. The less predictable the potential operational environment of a software product is, the more difficult it becomes to specify valid trust assumptions and proper security requirements, since constraints and influences are unclear or may vary significantly. This lack of concrete constraints and influences from the operational environment on software demands for a higher variability and quality of security mechanisms in order fit as best as possible to different fields of application.

Influences of Security Requirements and Trust Assumptions on the Operational Environment (outbound bold arrows). Trust assumptions are not only relevant for security during software development, but also play an important role as constraints on the physical, technical and organizational environment. The approximate inverse relationship between the level of trust and the degree of risk might be tempting for a software development team to specify too many or too extensive trust assumptions, since they save a lot of effort with respect to security analysis and the specification of software security requirements and measures. However, risks not being analyzed and mitigated on software-level are passed on to the operational environment. Some of these risks or shortcomings in software security can potentially be rectified by other or additional security mechanisms in the operational environment. Nevertheless there are other cases where the rectification of security weaknesses or vulnerabilities of software cannot or only at a very high expense be rectified.

5 Future Research Perspectives

5.1 Development of a Method for Reuse-oriented Engineering of Security Requirements and Trust Assumptions

We believe that for many security aspects typical threats, generic requirements, and guidelines can be elaborated and brought together into a consistent and traceable relation on a generic level. The resulting information and knowledge base is intended to be customizable for the needs of an organization, especially with regard to the raw requirements, influences and constraints from their customer and environment. The resulting structure can be reused within the organization for the elicitation and refinement of security requirements and trust assumptions. The scope of the aspects is not only limited to software or product-related security aspects, but should also incorporate security
technical, physical and organizational aspects of systems in their operational environment. The research questions that we pursue regarding reuse-oriented engineering of security requirements and trust assumptions are:

– What are suitable scope areas and the most prevalent security aspects that can be reasonably covered in a reuse-oriented SRE method and how do they influence each other?
– Is it possible to create a limited (but nevertheless useful) list of common threats and weaknesses?
– How well can threats and weaknesses be associated with recommended security requirements and/or security measures?
– How can constraints and influences between the scope areas and security aspects be made transparent?
– How detailed can or should security requirements be?
– How can the specification of trust assumptions be incorporated into the reuse-oriented SRE approach?
– Which information and knowledge about the solution space can / should be provided to support the interaction with the security architect and the refinement of requirements from high-level to a more detailed level?

We are fully aware that a reuse-oriented approach of security requirements engineering can only reach a baseline security level and that it has to be on a generic level to be universally applicable. However, security requirements specification could be supported, and effort can be reduced through the reuse and refinement of existing information and knowledge sources.

5.2 Provisioning of a Framework or Process for the Integration of a Reuse-oriented Method

In addition to the method for reuse-oriented security requirements, a corresponding framework or process needs to be developed, explaining how the reuse-oriented method needs to be customized for, and used within an organization. Besides the existing, undoubted security requirements activities of existing frameworks and processes, the following steps should be included.

– Development of an organization-specific, reuse-oriented SRE framework incorporating relevant SRE sources such as common threats and weaknesses, generic security requirements, as well as guidelines etc.
– Incorporation of the specification of trust assumptions in addition to security requirements
– Recommendation or provisioning of risk-based security requirements engineering methods to accompany or complement the reuse-oriented method

To the best of our knowledge there is no requirements engineering framework incorporating all of the before mentioned aspects.
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