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Abstract: In this work, we propose a sparse features-based object recognition and localization system, well suited for online learning of new objects. Our method takes advantages of both depth and ego-motion information, along with salient feature descriptors information, in order to learn and recognize objects with a scalable approach. We extend the conventional probabilistic voting scheme for object the recognition task, proposing a correlation-based approach in which each object-related point feature contributes in a 6-dimensional voting space (i.e., the 6 degrees-of-freedom, DoF, object position) with a continuous probability density distribution (PDF) represented by a Mixture of Gaussian (MoG). A global PDF is then obtained adding the contribution of each feature. The object instance and pose are hence inferred exploiting an efficient mode-finding method for mixtures of Gaussian distributions. The special properties of the convolution operator for the MoG distributions, combined with the sparsity of the exploited data, provide our method with good computational efficiency and limited memory requirements, enabling real-time performances also in robots with limited resources.

1 INTRODUCTION

The object recognition task has received considerable attention in the computer vision community during the last decade, by paying attention especially to general object categorization starting from a limited amount of instances and providing many benchmarks on public datasets. On the other hand, object recognition in robotics usually needs to deal with specific instances of an object. Moreover, robots often need to manipulate the found object, so an accurate localization of the object of interest is desirable. The Solutions in Perception Challenge (Marvel et al., 2012), held at ICRA in 2011, highlighted the specific problems of the object recognition task inside the robotic domain, by focusing on the objects instances identification and localization problems.

Robots are usually equipped with many sensors in addition to the camera, that could be actively exploited in the object recognition task. RGB-D sensors as the Kinect system or a RGB-D camera enable better 3D object localization ((Tang and Miller, 2012; Lai et al., 2011b; Xie et al., 2013; Wohlkinger et al., 2012)), inertial measurements units, joined with vision, can provide accurate ego-motion estimation (e.g., (Tsotsos et al., 2012)) enabling the robot with active vision capabilities that help to increase the confidence in the object classification. Actually, state of the art systems (among others, (Tang and Miller, 2012; Vaskevicius and Pathak, 2012)) usually face these problems collecting dense point clouds of the objects (depths and point color), taken from multiple views during the training step. A 3D full model is hence built offline from the clouds set. During the online recognition step, the built models are matched against the current point cloud using 3D descriptors such as the VHF and the FPFH features ((Rusu and Bradski, 2010; Rusu, 2009)). Local image feature can be used to help the recognition and enforce constraints in the localization ((Tang and Miller, 2012; Vaskevicius and Pathak, 2012)). Despite that such a systems perform so well in unstructured benchmarking scene, they suffer some disadvantages. Usually, they require to learn full 3D models of the objects during the training stage, and making it difficult to learn new, possibly incomplete, objects online. Moreover, for identification purposes, occlusions are usually handled better by using local image descriptors instead of dense but incomplete point clouds. Finally, deal with dense point clouds usually requires much higher computational effort and memory requirements compared with sparse points approaches.
2 THE PROPOSED METHOD

In order to recognize known objects during normal operation, our system should be trained with a set of the objects of interest, i.e., we need to populate a database with the models of these objects. The proposed method describes the known objects by means of a set of statistical distribution of the object visual features, that embeds also structure information as the keypoint locations and the view-point from which they are extracted.

Given an object of interest, we collect a set of images, depth maps and view points tuples \( \{ I_i, D_i, \omega_i \} \), where \( \omega_i \in \mathbb{R}^3 \) is the orientation vector of the viewpoint from which the image \( I_i \) is taken and \( D_i \) is the depth image. We can express a rigid body transformation \( g = [T, \Omega] \in SE(3) \) in terms of a translation vector \( T = [tx, ty, tz]^T \) and an orientation vector \( \Omega = [rx, ry, rz]^T \), both in \( \mathbb{R}^3 \). We make explicit this fact using the notation \( g(T, \Omega) = g \cdot R(\Omega) = \exp(\Omega) \) is the rotation matrix corresponding to the rotation vector \( \Omega \), where \( \Omega \) is the skew-symmetric matrix corresponding to \( \Omega \), and \( \exp(\Omega) \) is the rotation vector \( \Omega \) corresponding to the rotation matrix \( R(\Omega) \). A feature detector (e.g., SIFT features) is then run over each image \( I_i \) to extract a set of keypoints and the relative descriptors \( \{ k_j^i, d_j^i \} \), with \( k_j^i \in \mathbb{R}^6 \) the 6 DoF coordinates of the extracted keypoint and \( d_j^i \) the descriptor tuple. The keypoint 3D position is extracted from the depth map \( D_i \) and its 3D orientation is obtained through cross product of the SIFT orientation with the normal to the keypoint surface patch. Each collected keypoint \( k_j^i \) in the image \( I_i \) votes for a 6 DoF object position \( v_j^i \) expressed by:

\[
    v_j^i = (-k_j^i)(c_i, \omega_i)
\]

where \( c_i \in \mathbb{R}^3 \) are the 3D coordinates of the object center (computed as the centroid of the point cloud).

For the sake of efficiency, and to reduce the number of distributions that compose an object model, we clusterize the visual descriptors \( d_j^i \) into simpler visual words. The Bag-of-Words \( \{ w_k \}_{k=1..N} \) we employ is created using the k-means clustering method from a large and random set of feature descriptors, extracted from a set of natural images. In this way, keypoint with descriptors close to others are expressed by a single visual word \( w_k \) grouped together in order to populate a single 6 dimensional voting space \( V_k \) represented by a Mixture of Gaussian distribution: each object position hypothesis \( v_j^i \) contributes to generate this multi-modal PDF. The MoG is efficiently computed online using an integration-simplification based method (see Sec. 2.1). When a new keypoint along with its voting position \( v_j^i \) is extracted, the visual words \( w_k \) nearest to \( d_j^i \) is searched. In case of success, \( v_j^i \) will contribute to modify the voting space \( V_k \) as described in Sec. 2.1. To improve recognition performances, a vote \( v_j^i \) is generated only if the assignment of \( d_j^i \) to \( w_k \) is not ambiguous. Let be \( w_{k_1}, w_{k_2} \) the two nearest words to \( d_j^i \) and let be \( d_h = |d_j^i - w_{k_h}|_2 \) their distances, \( v_j^i \) is accepted only if \( \frac{d_h}{d_1} > 0.8 \). At the end of the training step, each model contains \( N \) voting spaces \( V_k \) (MoG), one for each visual word \( w_k \).

During the online recognition step, the process described above is used to dynamically create a model of the scene \( M_S \), using as input frames gathered by RGB-D camera and poses obtained through a structure from motion algorithm. After each update, a set of candidate object models \( M_O \) is selected from all learned object models. The candidates set includes all models that contain a non empty MoG for at least one of the visual words detected in the last video frames. Each candidate model \( M_O \) is then matched against \( M_S \) to verify if the object is actually present in the scene, and where. To figure out if \( M_O \) is embedded in \( M_S \), and to evaluate the best embedding points \( p_h \), for each visual word we select from the two models \( M_O \) and \( M_S \) the corresponding MoGs. Then, we compute their Cross-Correlation MoG as described in Sec. 2.2. The result of this operation is a set of MoGs that are merged together. We apply a mode finding algorithm to this final MoG and the modes actually represents embedding points \( p_h \). The points \( p_h \) are considered as insights of the possible locations of \( M_O \) in \( M_S \), their embedding quality is the actual probability of these guesses.

2.1 MoG Online Training

The most common method for fitting a set of data points (in our case, the object position \( v_j^i \)) with a MoG is based on Expectation Maximization (Dempster et al., 1977). Unfortunately, this is an offline method and does not suit for a scenario in which new data comes continuously (i.e., new keypoints) and can’t be stored indefinitely. Many solutions have been proposed to address this issue (Hall et al., 2005) (Song and Wang, 2005) (Ognjen and Cipolla, 2005), but most of them are based on the split and merge criterion and they are too slow or constrained for our application. In order to fit the objects position with a MoG, we employ a continuous integration-simplification loop that relies on a fidelity criterion to guarantee the required accuracy (Declercq and Pi-
2.2 Cross-Correlation (CC) on MoGs

Let be \( f^i(x) \) the PDF of a MoG already learned from data up to time \( t \):

\[
w^i_t \in \mathbb{R}, \quad x^i_t \in \mathbb{R}^n, \quad \Sigma^i_t \in \mathbb{R}^{nxn}, \quad X^i_t = N(\mu^i_t, \Sigma^i_t) f^i(x) = \sum_{i=1}^{N} w^i_t p_{X^i_t}(x),
\]

Where \( w^i_t, \mu^i_t \) and \( \Sigma^i_t \) are respectively the weight, mean and the covariance of the Gaussian components of MoG. If at this time new data needs to be integrated, a new component \( X^i_{t+1} \) is learned from it and merged into the old MoG. Similarly to (Hall et al., 2005), our update process is done in two steps:

1. Concatenate: trivially add \( X^i_{t+1} \) to produce a new MoG with \( N + 1 \) components.

2. Simplify: if possible, merge some components to reduce the MoG complexity. This is done through the fidelity criterion proposed by (Declercq and Piater, 2008).

Normal distributions:

\[
x, \mu_i \in \mathbb{R}^n, \quad \Sigma_i \in \mathbb{R}^{nxn}, \quad X_1 = N(\mu_1, \Sigma_1), \quad X_2 = N(\mu_2, \Sigma_2)
\]

Their convolution:

\[
(f_1 * f_2)(x) = \int_{\mathbb{R}^n} f_1(\tau) f_2(x-\tau) d\tau = \frac{1}{\sqrt{(2\pi)^n|\Sigma_e|}} e^{-\frac{1}{2}(x-\mu_e)^T \Sigma_e^{-1}(x-\mu_e)}
\]

is another Multivariate Normal distributed PDF, with \( \mu_e = \mu_1 + \mu_2 \) and \( \Sigma_e = \Sigma_1 + \Sigma_2 \). Furthermore, the distributivity property of the convolution leads to a closed form for MoGs cross-Correlation. Let be \( f_A \) and \( f_B \) the PDFs of two MoG learned from objects \( A \) and \( B \):

\[
f_A(x) = \sum_{i=1}^{N} w^i_A f^A_i(x) \quad f_B(x) = \sum_{j=1}^{M} w^j_B f^B_j(x)
\]

Their convolution is

\[
f_{CC}(x) := (f_A * f_B)(x) = \sum_{i=1}^{N} \sum_{j=1}^{M} w^i_A w^j_B f^A_i(x) * f^B_j(x).
\]

With \( \sum_{i=1}^{N} \sum_{j=1}^{M} w^i_A w^j_B = 1 \). Accordingly, the CC of two MoG is still a MoG with \( NM \) components. For every possible roto-translation \( x \), \( f_{CC}(x) \) is proportional to the registration quality of \( B \), rotated and translated by \( x \) into \( A \).

To find peaks in \( f_{CC}(x) \) we applied an efficient mode finding algorithm for MoGs proposed in (Carreira-Perpinan, 2000).

2.3 Identification and Localization

During the identification process, a scene model is built online integrating in its MoG all the keypoints detected while the robot is moving. Every new keypoint is integrated in the MoG associated to the visual word nearest to the keypoint descriptor. In our experiments, the roto-translation component of these keypoints is obtained by a PCL implementation of the Microsoft KinectFusion structure from motion tool. At every fixed amount of time, a first candidates set \( \{O_i\} \) of detected objects is created selecting from the learnt object those models that contains descriptors.
that are visible in the last images processed. Each object \( O_i \) is then checked computing the CC between its MoGs and the correspondent MoGs of the whole scene model, without requiring a prior segmentation. The resulting MoGs are then fused in a single MoG, that represents a global distribution of the object points votes. Peaks \( \{ x_j \}_{1..k} \) found in this resulting MoG are are hypotheses of \( O_i \) locations in the scene; a peak \( x_j \) is considered a valid detection guess if \( f_{CC}(x_j) > \alpha_i \). Threshold values \( \alpha_i \) are calculated for every \( O_i \), and they are proportional to the complexity of the correspondent MoG. This threshold has been introduced to normalize peaks obtained registering MoGs relative to objects with different texture complexities.

2.4 Handling Data on the 6 DoF Manifold

Both MoG learning and mode finding normally relies on the Euclidean distance between data points, and it needs to be slightly adapted to work with 6 DoF points. The rotation subspace of the 6 DoF space is a general manifold, so algorithms proposed so far are accurate as long as the points involved are near in the geodesic. To avoid degenerations and loss of precision when points are far away from others, in the MoG learning process we have introduced a cap for the eigenvalues allowed in the components of the covariance matrix.

3 EXPERIMENTS

We have implemented all the algorithm described above inside the ROS framework, using standard vision and math libraries such as OpenCV, PCL and Eigen. The choice of such a framework comes from the objective to obtain the most possible sharable code, even if some built implementations performs not so well compared to other external implementations. The experiments has been performed using a low cost PC equipped with an Intel Core 2 Duo CPU (2 GHz) and 2 GB of RAM.

3.1 Dataset

As described above, to integrate new features in a model, the proposed method makes use of mutual pose information between the viewer and the object. In order to fulfill these requirements, we have chosen to evaluate our system on the public RGB-D Object Dataset presented in (Lai et al., 2011a), a multi-view and multi-instance set of images built through the Kinect sensor from common household objects. Object views comes from video sequences, in which the objects are placed on a turntable and filmed for a whole rotation at three different heights. In some cases the objects in the images were too small, so the used feature extraction algorithms didn’t give enough valid keypoints: we have discarded these instances from the dataset.

3.2 Instance Recognition

As preliminary step, the Bag of Visual Words has been built clustering 100k SIFT descriptors extracted from the whole background scenes dataset. We used the classic k-means method to obtain a visual vocabulary with 200 words. During the model creation process, keypoints contribute with a vote only if their descriptor’s nearest visual word were at least 20% closer then the second.

Train object models are created with all frames in the RGB-D dataset but for evaluation models only a small subset is used, as suggested by dataset providers we kept only one frame every five. To simulate an online train process, frames are added to models at the rate of 10 frames per second. Every evaluation model is then compared to all trained models, estimating the similarity index and the relative pose at the same time (Fig. 2). The instance recognition rate of our method is on average 77.3%; most of unrecognized instances are due to a smaller area of the object in its images or presence of light reflections.

3.3 Pose Recognition

The evaluation of the pose error is achieved by comparison of two models of the same instance type, which pose were known a priori. The difference from the resulting pose and the ground truth is then recorded for both translation an rotation values. Evaluation models has been rotated and translated with a random position before the recognition phase. In general results showed that our method can recognize the pose with high precision (Fig. 3), however objects presenting high texture symmetries often led to higher localization errors.

4 CONCLUSIONS AND FUTURE WORKS

We have shown that MoG-based object modeling and the Cross-Correlation operator between MoGs can be reliable and fast tools to represent, recognize and
locate objects. The convolution operator, and consequently the Cross-Correlation, can advantage the same closure properties also with different structures based on Gaussians or Fourier Transform. We will further analyze these structures to improve the comparison performances and speed. Some limitations of our approach come from the fact that we have used 2D SIFT keypoints, where in many cases objects were too small to obtain a good number of keypoints or, even worse, light reflections and low textures generated keypoints with low discriminative power. Such keypoints lead to distributions that poorly describe object appearance; an easy and effective improvement of our system will be the integration of different types of keypoint detectors (possibly 3D). Another challenge will be a more precise management of the algorithms in the 6 DoF manifold, this requires an accurate optimization of the code to maintain real time performances.
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