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Abstract: The proliferation of high-dimensional data in the last few years has brought a necessity to use dimensionality reduction techniques, in which feature selection is arguably the favorite one. Feature selection consists of detecting relevant features and discarding the irrelevant ones. However, there are some situations where the users are not only interested in the relevance of the selected features but also in the costs that they imply, e.g. economical or computational costs. In this paper an extension of the well-known ReliefF method for feature selection is proposed, which consists of adding a new term to the function which updates the weights of the features so as to be able to reach a trade-off between the relevance of a feature and its associated cost. The behavior of the proposed method is tested on twelve heterogeneous classification datasets as well as a real application, using a support vector machine (SVM) as a classifier. The results of the experimental study show that the approach is sound, since it allows the user to reduce the cost significantly without compromising the classification error.

1 INTRODUCTION

Feature selection in data mining has been an active research area for decades. This technique is applied to reduce the dimensionality of the original data and improve learning performance. In a situation of having a large number of features, many of them may be irrelevant or redundant. Feature selection carries out the process of discarding irrelevant or redundant features. By removing these unnecessary features in the data and thus generating a smaller set of features with more discriminant power, feature selection brings the immediate effects of speeding up data mining algorithms, improving performance, and enhancing model comprehensibility (Zhao and Liu, 2012).

Feature selection methods can be divided into wrappers, filters and embedded methods (Guyon et al., 2006). The filter model relies on the general characteristics of training data and carries out the feature selection process as a pre-processing step with independence of the induction algorithm. The embedded methods generally perform feature selection in the process of training and are specific to given learning machines. Wrappers, in turn, involve optimizing a predictor as part of the selection process. Wrappers and embedded methods tend to obtain better performances but at the expense of being very consuming and having the risk of overfitting when the sample size is small. In contrast, filters are faster, easier to implement, scale up better than wrappers and embedded methods, and can be used as a pre-processing step before applying other more complex methods.

The most common approaches followed by feature selection methods are to find either a subset of features that maximizes a given metric or either an ordered ranking of the features based on this metric. However, there are some situations where a user is not only interested in maximizing the merit of a subset of features, but also in reducing costs that may be associated to features. For example, for medical diagnosis, symptoms observed with the naked eye are costless, but each diagnostic value extracted by a clinical test comes with its own cost and risk. Another example is the computational time required to deal with one or another feature, especially in real-time applications. Surprisingly, this topic has not been the focus of much attention for feature selection researchers.

This paper presents an attempt to fill this gap by proposing a filter-based feature selection method, called mC-ReliefF, to deal with cost-based feature selection. This method can be used to achieve a trade-off between the filter metric and the cost associated to the selected features, in order to select relevant features with a low associated cost. mC-
ReliefF is based on the well-known ReliefF method (Kononenko, 1994), which can be applied to both continuous and discrete problems, includes interaction among features, and may capture local dependencies that other methods miss. To evaluate the performance of the proposed method, twelve datasets were employed, as well as a real application, showing promising results.

2 THE RATIONALE OF THE APPROACH

New feature selection methods are continuously emerging, being successfully applied to different areas (Inza et al., 2004; Forman, 2003; Lee et al., 2000). However, the great majority of them only focus on removing unnecessary features from the point of view of maintaining the performance, but do not take into account the possible different costs for obtaining the features. So, our aim will be to maintain performance, but also trying to balance the costs of the selected features.

The cost associated with a feature may come from different origins. For example, the cost can be related to computational issues. In the medical imaging field, extracting a feature from a medical image can have a high computational cost. In other cases, such as real-time applications, the space complexity is negligible, but the time complexity is very important (Feddema et al., 1991).

A second typical scenario where features have an associated cost is medical diagnosis. A pattern in this case consists of observable symptoms (which are costless, such as age, sex, etc.) along with the results of some diagnostic tests (usually with associated costs and risks). For example, an invasive exploratory surgery is much more expensive and risky than a blood test (Yang and Honavar, 1998).

Although features with a related cost can be found in many real-life applications, this has not been the focus of much attention for machine learning researchers. To the best knowledge of the authors, there are only a few attempts in the literature to deal with this issue (Feddema et al., 1991; Huang and Wang, 2006; Sivagaminathan and Ramakrishnan, 2007; Min et al., 2013). Most of these methods, though, have the disadvantage of being computationally expensive by having interaction with the classifier, which prevents their use in large datasets, a trending topic in the past few years (Han et al., 2006). A quick examination of the most popular machine learning and data mining tools revealed that no cost aware methods can be found. In fact, in Weka (Hall et al., 2009) we can only find some methods that address the problem of cost associated to the instances (not to the features). RapidMiner (Mierswa et al., 2006) does include some methods to handle cost related to features, but they are quite simple. One of them selects the attributes which have a cost value which satisfies a given condition and another one just selects the k attributes with the lowest cost.

In this paper the idea is to modify the well-known filter ReliefF, which (1) can be applied in many different situations, (2) has low bias, (3) includes interaction among features and (4) has linear dependency on the number of features. Therefore, the proposed mC-ReliefF will be suitable even for application to datasets with a great number of input features such as microarray DNA data.

3 PROPOSED METHOD

ReliefF (Kira and Rendell, 1992) and its multiclass extension, ReliefF (Kononenko, 1994), are supervised feature weighting algorithms included in the filter approach. The key point is to estimate the quality of attributes according to how well their values distinguish between instances that are near to each other (Robnik-Šikonja and Kononenko, 2003). Therefore, given a randomly selected instance \( R_i \), the Relief algorithm searches for its two nearest neighbors: one for the same class, nearest hit \( H_i \), and the other from the different class, nearest miss \( M_i \). In the next subsections ReliefF will be presented in detail as well as the modification introduced in this research.

3.1 ReliefF

The ReliefF algorithm is not limited to two class problems, is more robust, and can deal with incomplete and noisy data. As the original ReliefF algorithm, ReliefF randomly selects an instance \( R_i \), but then searches for \( k \) of its nearest neighbors from the same class, nearest hits \( H_j \), and also \( k \) nearest neighbors from each one of the different classes, nearest misses \( M_j(C) \). It updates the quality estimation \( W[A] \) for all attributes \( A \) depending on their values for \( R_i \), hits \( H_j \) and misses \( M_j(C) \). If instances \( R_i \) and \( H_j \) have different values of the attribute \( A \), then this attribute separates instances of the same class, which clearly is not desirable, and thus the quality estimation \( W[A] \) has to be decreased. On the contrary, if instances \( R_i \) and \( M_j(C) \) have different values of the attribute \( A \) for a class then the attribute \( A \) separates two instances with different class values which is desirable so the quality estimation \( W[A] \) is increased. Since ReliefF considers
multiclass problems, the contribution of all the hits and all the misses is averaged. Besides, the contribution for each class of the misses is weighted with the prior probability of that class \( P(C) \) (estimated from the training set). The whole process is repeated \( m \) times (where \( m \) is a user-defined parameter) and can be seen in Algorithm 1.

Algorithm 1: Pseudo-code of ReliefF algorithm.

**Data:** training set \( D \), iterations \( m \), attributes \( a \)

**Result:** the vector \( W \) of estimations of the qualities of attributes

1. set all weights \( W[A] := 0 \)
2. for \( i \leftarrow 1 \) to \( m \) do
   3. randomly select an instance \( R_i \)
   4. find \( k \) nearest hits \( H_j \)
   5. for each class \( C \neq \text{class}(R_i) \) do
      6. from class \( C \) find \( k \) nearest misses
      7. end
   8. end
   9. for \( f \leftarrow 1 \) to \( a \) do
      10. \( W[f] := W[f] - \frac{\sum_{j=1}^{k} \text{diff}(f, H_j)}{(m,k)} + \frac{\sum_{C \neq \text{class}(R_i)} \frac{P(C)}{1-P(\text{class}(R_i))} \sum_{j=1}^{k} \text{diff}(f, H_j|C)}{(m,k)} \)
      11. end

The function \( \text{diff}(A_1, A_2) \) calculates the difference between the values of the attribute \( A \) for two instances, \( I_1 \) and \( I_2 \). If the attributes are nominal, it is defined as:

\[
\text{diff}(A_1, A_2) = \begin{cases} 0; & \text{value}(A_1) = \text{value}(A_2) \\ 1; & \text{otherwise} \end{cases}
\]

3.2 mC-ReliefF

The modification of ReliefF we propose in this research, called minimum Cost ReliefF (mC-ReliefF), consists of adding a term to the quality estimation \( W[f] \) to take into account the cost of the features, as can be seen in (1).

\[
W[f] := W[f] - \frac{\sum_{j=1}^{k} \text{diff}(f, H_j)}{(m,k)} + \frac{\sum_{C \neq \text{class}(R_i)} \frac{P(C)}{1-P(\text{class}(R_i))} \sum_{j=1}^{k} \text{diff}(f, H_j|C)}{(m,k)} - \frac{\lambda Z_f}{(m,k)},
\]

where \( Z_f \) is the cost of the feature \( f \), and \( \lambda \) is a free parameter introduced to weight the influence of the cost in the quality estimation of the attributes.

The parameter \( \lambda \) is a positive real number. If \( \lambda = 0 \), the cost is ignored and the method works as the regular ReliefF. If \( \lambda \) is between 0 and 1, the influence of the cost is smaller than the relevance of the feature. If \( \lambda = 1 \) both relevance and cost have the same influence and if \( \lambda > 1 \), the influence of the cost is greater than the influence of the relevance. This parameter needs to be left as a free parameter because determining the importance of the cost is highly dependent of the domain. For example, in a medical diagnosis, the accuracy cannot be sacrificed in favor of reducing economical costs. On the contrary, in some real-time applications, a slight decrease in classification accuracy is allowed in order to reduce the processing time significantly. An example of this behavior will be shown on a real scenario in Section 6.

4 EXPERIMENTAL STUDY

The experimental study is performed over twelve different datasets, as can be seen in Table 1, all of them available for downloadootnote{The microarray datasets are available on http://www-broadinstitute.org/cgi-bin/cancer/datasets.cgi; the remaining datasets on http://archive.ics.uci.edu/ml/datasets.html}. To test the performance of the proposed method, we first selected four classical dataset from the UCI repository (Asuncion and Newman, 2007) with a larger number of samples than of features (Table 1, rows 1-4), and four microarray datasets, which are characterized for having a much larger number of features than samples (Table 1, rows 5-8). Since these datasets do not have intrinsic cost associated, random cost for their input attributes has been generated. For each feature, the cost was generated as a random number between 0 and 1. For instance, Table 2 displays the random costs generated for each feature of Magic04 dataset.

The main feature of the last four datasets is that they have intrinsic cost associated to the input attributes, so that will be an opportunity for checking if the proposed method works correctly when the costs are not randomly generated. For the sake of fairness, these costs have been normalized between 0 and 1. To the best knowledge of the authors, no more datasets with cost exist publicly available.

Overall, the chosen classification datasets are very heterogeneous. They present a diverse number of classes, ranging from 2 to 26. The number of samples and features ranges from single digits to the order of thousands. Notice that microarray datasets have a much larger number of features than samples, which poses a big challenge for feature selection researchers, whilst the remaining datasets have a larger
number of samples than features. This variety of datasets allows for a better understanding of the behavior of the proposed mC-ReliefF.

The experiments consist of applying the proposed mC-ReliefF over those datasets. The aim of the experiment is to study the behavior of the method under the influence of the $\lambda$ parameter. The performance is evaluated in terms of both the total cost of the selected features and the classification error obtained by a support vector machine (Burges, 1998) (SVM) classifier estimated under a 10-fold cross-validation. This technique consists of dividing the dataset into 10 subsets and repeating the process 10 times. Each time, 1 subset is used as the test set and the other 9 subsets are put together to form the training set. Finally, the average error and cost across all 10 trials are computed.

It is expected that the larger the $\lambda$, the lower the cost and the higher the error, since increasing $\lambda$ gives more weight to cost at the expense of reducing the importance of the relevance of the features. Moreover, a Kruskal-Wallis statistical test and a multiple comparison test (based on Tukey’s honestly significant difference criterion) (Hochberg and Tamhane, 1987) have been run on the errors and cost obtained. These results could help the user to choose the value of the $\lambda$ parameter.

### 5 EXPERIMENTAL RESULTS

This section presents the average cost and error for several values of $\lambda$. Since mC-ReliefF returns an ordered ranking of features, a threshold is required. For the datasets with a notable larger number of samples than features (Table 1, rows 1-4, 9-12), experiments were executed retaining 25%, 50% and 75% of the original features. For the microarray datasets (Table 1, rows 5-8), which have a much larger number of features than samples, we retain 0.50%, 1% and 2% of the original input features.

Figure 1 reports the results for the classical datasets (rows 1-4 in Table 1) where the cost was randomly added. Several values of $\lambda$ were tested, up to $\lambda = 10$, but in the figures we are only showing values until $\lambda = 2$, since cost and error remained constant for the remaining values. The behavior expected when applying mC-ReliefF is that the higher the $\lambda$, the lower the cost and the higher the error. As for the number of features retained, it is expected that the higher the percentage of features used, the lower the error and the higher the cost. In general, when increasing the value of $\lambda$, the error either is higher or constant, whilst the cost decreases until a certain level of $\lambda$ and from there on it does not vary. There is an exception for this behavior with Sat dataset retaining 25% of features (see Figure 1(c)). In this case, not only is the cost decreasing, but also the error, which is better than expected. At this point, it is necessary to remind that mC-ReliefF is a filter approach, with the benefits of being fast and computationally inexpensive because of the classifier-independence. However, this independence may cause that the selected features would not be the more suitable for a given classifier to obtain the highest accuracy. In some cases, forcing a filter to select features according to another criterion (such as reducing the cost), can bring unexpected classification results.

The Kruskal-Wallis tests run on the results revealed diverse situations. For Letter dataset (with 50% and 75% of features, Figures 1(e) and 1(i)) and Magic04 with 25% of features (Figure 1(b)), it is not possible to select a value of $\lambda$ such that the cost decreases significantly at the same time that the error does not worsen significantly. For these cases, the user has to decide between reducing the cost (at the expense of a slightly decrease in performance) or maintaining the performance (at the expense of a higher cost). Nevertheless, for the remaining combinations of dataset and percentage of features, there is always a value of $\lambda$ such that the cost is significantly reduced whilst the error does not significantly change (compared with $\lambda = 0$ which is the regular ReliefF).
For the sake of brevity, not all the cases can be analyzed in detail, but it is worth commenting on some specific cases. For Letter dataset with 25% of features (Figure 1(a)), $\lambda = 0.25$ allows the user to reduce significantly the cost without compromising the classification performance, and the same happens with Magic04 (50% and 75% of features) and Waveform (25% and 50% of features). For datasets Sat (50% and 75% of features) and Waveform with 75% of features, $\lambda = 0.40$ obtains also a reduction in cost whilst maintaining the classification error with no significant changes. The case of Sat with 25% of features (Figure 1(c)) is of special interest, since $\lambda = 0.75$ produces a significant reduction in cost and error at the same time (compared with regular ReliefF).

After checking the adequacy of the proposed method on classical datasets, mC-ReliefF is tested against DNA microarray datasets (Table 1, rows 9-12), with much more features than samples. As expected, cost decreases as $\lambda$ increases, and since these datasets have a much larger number of input attributes than the previous ones, the cost values experiment larger variabilities (see Figure 2). For this reason, values of $\lambda$ up to 10 are shown in these graphics. For all the microarray datasets and percentages of features, the Kruskal-Wallis test revealed that $\lambda = 1$ reduces significantly the cost (compared to regular ReliefF) with no meaningful changes in classification error.

So far, we have demonstrated the adequacy of mC-ReliefF on datasets where the cost was added randomly to the attributes. Figure 3 shows the average cost and error for the last four datasets in Table 1, the ones which came with associated cost. As for the classical datasets, the figures are only showing values until $\lambda = 2$, since cost and error remained constant for the remaining values. The behavior expected when applying mC-ReliefF is that the higher the $\lambda$, the lower the cost and the higher the error. As for the number of features retained, it is expected that the higher the percentage of features used, the lower the error and the higher the cost. The results displayed in Figure 3, in fact show that cost value behaves as expected (although the magnitude of the cost does not change too much because these datasets have a very small number of features). The error, however, remains constant in most of the cases. The Kruskal-Wallis statistical test run on the results demonstrates that the errors are not significantly different for any value of $\lambda$ for all the different combinations of dataset and percentage of features. For the cost, however, there are statistical differences between $\lambda = 0$ (in this case the cost has no influence, so it is the regular ReliefF) and the remaining values of $\lambda$, except for Pima dataset with 75% of features (Figure 3(k)), with no
Figure 2: Error / cost plots of second block of datasets (microarray datasets) for different values of $\lambda$, and different percentages of features (0.50%, 1% and 2%).

Figure 3: Error / cost plots of third block of datasets (datasets with associated cost) for different values of $\lambda$, and different percentages of features (25%, 50% and 75%).
significant differences among the values of $\lambda$. This fact is very interesting, since it means that for these datasets, we are able to reduce the cost significantly without increasing the error, which was the goal of this research.

To sum up, the proposed mC-ReliefF has been tested on 12 different datasets, covering a wide range of data conditions. For each dataset, 3 different percentages of features were considered, which leads to a total of 36 combinations. Only in 3 out of the 36 cases tested, the user has to decide between favoring the reduction of cost or the error. In the remaining cases, it is possible to reduce the cost associated to features without compromising the classification error, which is a very important improvement of the well-known and widely-used ReliefF filter. Finally, the proposed method will be applied to a real dataset in order to check if the conclusions drawn in this section can be extrapolated to real-life problems.

6 CASE OF STUDY: A REAL LIFE PROBLEM

In this section we present a real-life problem where the cost, in the form of computational time, needs to be reduced. **Evaporative dry eye (EDE)** is a symptomatic disease which affects a wide range of population and has a negative impact on their daily activities, such as driving or working with computers. Its diagnosis can be achieved by several clinical tests, one of which is the analysis of the intensity pattern and its classification into one of the four categories defined by Guillon (Guillon, 1998) for this purpose. A methodology for automatic tear film lipid layer (TFLL) classification into one of these categories has been developed (Remeseiro et al., 2011), based on color texture analysis. The co-occurrence features technique (Haralick et al., 1973), as a texture extraction method, and the Lab color space (McLaren, 1976) provide the highest discriminative power from a wide range of methods analyzed. However, the best accuracy results are obtained at the expense of a too long processing time (38 seconds) because many features have to be computed. This fact makes this methodology unfeasible for practical applications and prevents its clinical use. Reducing processing time is a critical issue in this application which should work in real-time in order to be used in the clinical routine. Therefore, the proposed mC-ReliefF is applied in an attempt to decrease the number of features and, consequently, the computational time without compromising the classification performance.

So, the adequacy of mC-ReliefF is now tested on the real problem of TFLL classification using the dataset VOPTICAL-J1 (VOPTICAL-J1, 2012). This dataset consists of 105 images (samples) belonging to the four Guillon’s categories (classes). All these images have been annotated by optometrists from the Faculty of Optics and Optometry of the University of Santiago de Compostela (Spain). The methodology for TFLL classification proposed in (Remeseiro et al., 2011) consists of extracting the region of interest (ROI) of an input image, and analyzing it based on color and texture information. Thus, the ROI in the RGB color space is transformed to the Lab color space and the texture of its three components of color ($L$, $a$ and $b$) is analyzed. For texture analysis, the co-occurrence features method generates a set of grey level co-occurrence matrices (GLCM) for a specific distance and extracts 14 statistical measures from their elements. Then, the mean and the range of these 14 statistical measures are calculated across matrices and so a set of 28 features is obtained. Distances from 1 to 7 in the co-occurrence features method and the 3 components of the Lab color space are considered, so the size of the final descriptor obtained from an input image is: $28 \times 7$ distances $\times 3$ components $= 588$ features. Notice that the cost for obtaining these features is not homogeneous. Features are vectorized in groups of 28 related to distances and components in the color space, where the higher the distance, the higher the cost. Plus, each group of 28 features corresponds with the mean and range of the 14 statistical measures calculated across the GLCMs. Among these statistical measures, it was shown that computing the so-called 14th statistic takes around 75% of the total time. Therefore, we have to deal with a dataset with a very variable cost (in this case, computational time) associated to the input features.

Figure 4 (left) shows the average error and cost after performing a 10-fold cross-validation for VOPTICAL-J1 dataset for different values of $\lambda$, for three different sets of features. As expected, when $\lambda$ increases, the cost decreases and the error either raises or is maintained. Regarding the different subsets of features, the larger the number of features, the higher the cost. The Kruskal-Wallis statistical test run on the results demonstrated that there are no significant differences among the errors achieved using different values of $\lambda$, whilst using a $\lambda \geq 10$ decreases significantly the cost. This situation happens when retaining 25, 35 and 50 features.

Trying to shed light on the issue of which value of $\lambda$ is better for the problem at hand, the Pareto front (Teich, 2001) for each alternative is showed in Figure 4 (right). In multi-objective optimization, the Pareto front is defined as the border between the region of
feasible points, for which all constraints are satisfied, and the region of infeasible points. In this case, solutions are constrained to minimize classification error and cost. In Figure 4 (right), points (values of $\lambda$) in the Pareto front are marked with a red circle. All those points are equally satisfying the constraints, and it is decision of the user if he/she prefers to minimize either the cost or the classification error. On the other hand, choosing a value of $\lambda$ outside the Pareto front would imply to choose a worse solution than any in the Pareto front.

Table 3 reports the classification error and cost (in the form of time) for all the Pareto front points. Best error and time are marked in bold face.

### Table 3: Mean classification error(%) , time (milliseconds) , and number of features in the union of the 10 folds for the Pareto front points. Best error and time are marked in bold face.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Error</th>
<th>Time</th>
<th>Feats</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12.27</td>
<td>562.43</td>
<td>44</td>
</tr>
<tr>
<td>25</td>
<td>13.27</td>
<td><strong>245.42</strong></td>
<td>33</td>
</tr>
<tr>
<td>30</td>
<td>17.09</td>
<td>249.30</td>
<td>34</td>
</tr>
</tbody>
</table>

1 second. The time required by previous approaches which deal with TFLL classification prevented their clinical use because they could not work in real time, since extracting the whole set of features took 38 seconds. Thus, since this is a real-time scenario where reducing the computing time is a crucial issue, having a processing time under 1 second leads to a significant improvement. In this manner, the methodology for TFLL classification could be used in the clinical routine as a support tool to diagnose EDE.

7 CONCLUSIONS

In this paper a modification of the ReliefF filter for cost-based feature selection, called mC-ReliefF, is proposed. ReliefF is a well-known and widely used filter, which has proven to be effective in diverse scenarios, such as both continuous and discrete problems, and includes interaction among features. The extension proposed herein consists of allowing ReliefF to solve problems where it is interesting not only to minimize the classification error, but also to reduce costs that may be associated to input features. For this purpose, a new term is added to the function which updates the weights of the features so as to be able to reach a trade-off between the relevance of a feature and the cost that it implies. A new parameter, $\lambda$, is introduced in order to adjust the influence of the cost with respect to the influence of the relevance, allowing users a fine tuning of the selection process balancing performance and cost according to their needs.

In order to test the adequacy of the proposed mC-ReliefF, twelve different datasets, covering very diverse situations, were selected. Results after perform-
ing classification with a SVM and Kruskal-Wallis statistical tests, displayed that the approach is sound and allows the user to reduce the cost without increasing the classification error significantly. This finding can be very useful in fields such as medical diagnosis or other real-time applications, so a real case of study was also presented. The mC-ReliefF method was applied aiming at reducing the time required to automatically classify the tear film lipid layer. In this scenario the time required to extract the features prevented clinical use because it was too long to allow the software tool to work in real time. The method proposed herein permits to decrease significantly the required time (from 38 seconds to less than 1 second, that is in 92%) while maintaining the classification performance.

As future research, we plan to introduce the cost function to other filter algorithms, as well as to more sophisticated feature selection methods, such as embedded or wrappers. It would be also interesting to test the proposed method on other real problems which also take into account the cost of the input features.
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