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Abstract: In this paper we present a system that uses computer vision techniques and a deformable 3D human model, in order to recognize the posture of a monitored person, given the segmented human silhouette from the background. The video data are acquired indoors from a fixed fish-eye camera placed in the living environment. The implemented 3D human model collaborates with a fish-eye camera model, allowing the calculation of the real human position in the 3D-space and consequently recognizing the posture of the monitored person. The paper discusses the details of the human model and fish-eye camera model, as well as the posture recognition methodology. Initial results are also presented for a small number of video sequences, of walking or standing humans.

1 INTRODUCTION AND RELATED WORK

The field of automated human activity recognition utilizing fixed cameras in indoor environments has gained significant interest during the last years. It finds a wide variety of applications in diverse areas, such as assistive environments, supporting the elderly or the chronic ill, surveillance and security, traffic control, industrial processes etc. This work focuses in pose estimation of walking or standing human from fisheye video: therefore human silhouette segmentation of the video sequence is a prerequisite. The proposed algorithm is based on a parametric three-dimensional (3D) human model that can move its legs and arms, as well as on a model of the fisheye camera that allows the rendering of the parametric model. An evolutionary optimization algorithm is used to recover the parameters of the 3D human model.

The first step in applications dealing with human activity recognition from video is foreground segmentation. Most of the video segmentation algorithms are based on background subtraction. The background has to be modelled, since it may change due to a number of reasons, including: motion of background objects, differences in light conditions, or video compression artefacts. Therefore, a number of techniques have been proposed for constructing a model of the background that is being gradually updated using the values of the current video frame. In (Willems 2009) the background model is defined as the previous frame. Background can be modelled by median filtering (Cucchiara 2003) of a predefined number of last frames that are held in a buffer. The background value of each pixel in the model is independently computed as the temporal median of the pixel values along the buffer. This approach however may become slow for large frame sizes. Other approaches (eg. McFarlane and Schofield 1995, or the running average Willems 2009) use an incremental update of the background, without the need of a buffer to store previous frames. An extension of the aforementioned methods is the running Gaussian average which was proposed in (Wren 1997). A more complex but popular segmentation algorithm is the Mixture of Gaussians (MoG), initially described for video sequences by Stauffer and Grimson (1999).

In this work we have performed video segmentation using the illumination sensitive method (Cheng 2011), as implemented in (Christodoulidis 2012). This technique is based on the entropy calculation of each frame and it solves the problem of sudden illumination changes, which
affect significantly the background modelling. Therefore it is considered appropriate for the proposed system.

Regarding the human silhouette modelling, articulated stick human models are quite popular for pose estimation. Volumetric human models use geometric primitives such as are spheres, cylinders or tapered super-quadrics (Delamarre 2001), (Kehl 2006). Surface-based models of the human body typically consist of a mesh of polygons that may be deformed (Barron 2001).

Pose estimation is achieved by recovering the values of the human model parameters. A number of reported works use the “top-down estimation”, by comparing the rendered 3D human model with the actual frame, using local search methods (Bregler 2004).

A small number of approaches use information about the camera model and setting, to assist pose recovery. In (Taylor 2000) the perspective information of a mono-ocular camera is used. In (Liebowitz 2003) reconstruction of 3D poses from 2D point correspondences is reported, using multiple views and known body segment lengths. Detailed description of these approaches can be found in the survey of (Poppe 2007).

In the proposed system video is captured using 360 degrees field of view (FoV) hemispheric cameras, also known as fisheye cameras. The utilization of fisheye cameras is increasing both in robotic applications and in video surveillance (Kemmotsu 2006), (Zhou 2008). In (Saito 2010) a probabilistic model of pedestrians imaged by a fisheye camera is utilized. As fisheye cameras with megapixel sensors are now available, research in calibration of such cameras becomes increasingly useful. Thus, the topic of fish-eye camera calibration has attracted significant attention, on its own. In (Li 2006) and (Basu 1993) the calibration of fisheye camera is reported using high degree polynomials to emulate the strong deformation effects introduced by the fisheye lens. In (Shah 1996) a detailed model is presented for fisheye camera calibration, which estimates the radial and tangential deformation, using a polynomial mapping between the radial distance from the optical axis of a real world point and its imaged point on the image plane. In this work, we employ the forward and inverse camera model that was proposed in (Delibasis 2013).

Regarding human modeling we employ a simple triangulated 3D parametric model with a number of degrees of freedom and follow a “top-down” approach by matching the model rendered through the calibrated fisheye camera, with the segmented frame of the video. Evolutionary optimization is used to recover the model parameters and determine human motion and pose. The range of the parameters of the model is narrowed, using the segmentation refinement algorithm that we proposed in (Delibasis 2013). The rest of the paper is structured as follows: Section 2 discuss the technical details of the proposed algorithms and techniques, Section 3 presents some initial results and finally Section 4 concludes the paper.

### 2 MATERIALS AND METHODS

#### 2.1 Overall Architecture

The overall architecture of the proposed system is illustrated in Fig. 1. It comprises of a) a model of the fisheye camera that enables the extraction of the direction of view of each pixel of the video frame (originally proposed in Delibasis 2013), b) a 3D parametric model of a human and c) an evolutionary algorithm that recovers the parameters of the 3D human model, based on an objective function that compares the rendering of the 3D model through the camera model to the segmented human.

![Figure 1: The overall system architecture.](image)

#### 2.2 Fisheye Camera Model

The main characteristic of the fisheye camera is that it can cover a field of view of 180 degrees. We use a model to simulate the image formation using the fisheye camera, so that given the real-world position of an object \((x,y,z)\), we may calculate the image coordinates \((j,i)\) of its pixels. The action of the fisheye model \(M\) can be written in the general form

\[
(j,i) = M(x,y,z)
\]
We adopted a model for the fisheye camera that is based on the physics of image formation, as described in (Max 1983), (Greene 1986) and demonstrated in (http://paulbourke.net/dome/fisheye/) and (Delibasis 2013). We consider a spherical element of arbitrary radius \( R_0 \) with its center at \( K(0,0,z_{sph}) \) (as it will become clear soon, the radius \( R_0 \) is not a parameter of the model). For any point \( P \) with real world coordinates \((x,y,z)\), we determine the intersection \( Q \) of the line \( KP \) with the spherical optical element of the fisheye lens. The point \( P \) is imaged at the central projection \((x_{im},y_{im})\) of \( Q \) on the image plane with equation \( z=z_{plane} \), using the \((0,0,0)\) as center of projection, assuming that the installation of the camera is such that the imaging plane (i.e. the image sensor) is horizontal and the axis of the spherical lens is not misaligned. Thus, it becomes obvious that all real world points that lie on the \( KP \) line are imaged at the same point \((x_{im},y_{im})\) of the image plane. The \( KP \) line is uniquely defined by its azimuth and elevation angles, \( \theta, \phi \) respectively. The concept of the fisheye geometric model is shown in Fig. 2.

The fisheye camera has no moving parts. Therefore, the ratio \( p=z_{sph}/z_{plane} \) is the primary parameter of the fisheye model. \( z_{plane} \) is set to an arbitrary value less than \( R_0 \), thus \( z_{sph} = p z_{plane} \). It is possible that small internal lens misalignments may introduce unanticipated imaging deformations (Shah 1996). Thus, we introduce two extra model parameters, the \( X \) and \( Y \) position of the center of spherical lens \( x_{sph},y_{sph} \) with respect to the optical axis of the camera. Now the center of the spherical element becomes \( (x_{sph},y_{sph},z_{sph}) \). Fig. 2 shows the case for \( x_{sph}=0, y_{sph}=0 \) for simplicity. The position of any point of the line segment \( KP \), thus \( Q \) as well, is given by

\[
(Q,Q_x,Q_z) = \lambda (x-x_{sph}, y-y_{sph}, z-z_{sph})
\]

where \( \lambda \) is a parameter in range \([0,1]\).

If we insert this into the equation of the spherical optical element, we derive an equation whose solution defines \( \lambda \) and the position of \( Q \):

\[
\lambda ((x-x_{sph})^2 + (y-y_{sph})^2 + (z-z_{sph})^2) - R_0^2 = 0
\]

The fisheye camera has no moving parts. Therefore, the ratio \( p = z_{sph}/z_{plane} \) is the primary parameter of the fisheye model. \( z_{plane} \) is set to an arbitrary value less than \( R_0 \), thus \( z_{sph} = p z_{plane} \). It is possible that small internal lens misalignments may introduce unanticipated imaging deformations (Shah 1996). Thus, we introduce two extra model parameters, the \( X \) and \( Y \) position of the center of spherical lens \( x_{sph},y_{sph} \) with respect to the optical axis of the camera. Now the center of the spherical element becomes \( (x_{sph},y_{sph},z_{sph}) \). Fig. 2 shows the case for \( x_{sph}=0, y_{sph}=0 \) for simplicity. The position of any point of the line segment \( KP \), thus \( Q \) as well, is given by

\[
(Q,Q_x,Q_z) = \lambda (x-x_{sph}, y-y_{sph}, z-z_{sph})
\]

where \( \lambda \) is a parameter in range \([0,1]\).
parameters. The user provided the position of $N_p=18$ landmark points $\left\{ (X_{im},Y_{im}) \right\}$, $i = 1, 2, \ldots, N_p$ on one video frame. The real world coordinates of these landmark points $\left\{ (x_{real}^i,y_{real}^i,z_{real}^i) \right\}$ were also measured. The expected position of the landmark points on the video frame, according to the model parameters are (superscripts are not powers):

$$\left( x_{im}^i, y_{im}^i \right) = M \left( x_{real}^i, y_{real}^i, z_{real}^i \right)$$

(6)

The values of the model parameters are obtained by minimizing the error between the expected and the observed frame coordinates of the landmark points:

$$\left( p_r, x_{sph}, y_{sph} \right) = \arg \min_{p_r,x_{sph},y_{sph}} \left\{ \sum_{i=1}^{N_p} \left( x_{im}^i - x_{sph}^i \right)^2 + \left( y_{im}^i - y_{sph}^i \right)^2 \right\}$$

(7)

Figure 3: Visualization of the resulting fisheye model calibration.

This minimization is performed by exhaustive search in just few minutes using the Matlab programming environment in an average personal computer. Since the fisheye camera was permanently installed on the roof of the university laboratory, the calibration of the model is performed only once. The resulting calibration of the fisheye model is shown in Fig. 4, where a virtual grid, laid on the floor and on the two walls of the imaged room, is rendered on the captured frame, using the fisheye model. The user-defined landmark points are shown as ‘o’, whereas their projected location on the video frame, using the calibrated model are shown as ‘*’.

2.3 Human Model

In this work, we utilized a free triangulated model of a standing human, of 27,000 vertices (http://www.3dmodelfree.com/models/20966-0.htm), approximately. Since we are interested in simulating the rendering of the human model through the fisheye camera in real time, we discard the triangle information of the model and we treat it as a cloud of points. We also applied a vertex decimation process to reduce the number of vertices by a factor of 8.

The vertices of the model were labelled using logical spatial relations, into 5 classes: right and left arm, right and left leg and the rest of the body (torso and head). The pose of the human is modified by changing the position of the hands and legs independently, using the following controlling parameters. Legs are allowed to rotate round the $Y$ axis with respect to the hips (thus they remain on the sagital - $YZ$ plane). Arms are allowed to rotate round the shoulders. Fig. 4 shows an example of the parametric human model along the coronal and the sagital plane.

The rotation of the hands involves all three Euler angles. In order to avoid dependence on the order of rotation and possible gimbal lock, we utilized the following matrix, that transforms, a unit vector $v = (a,b,c)$ on the $Z$ axis.

$$A = \begin{bmatrix} \lambda & \frac{-ab}{c} & \frac{-ac}{c} \\ \frac{a}{c} & \frac{b}{c} & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

$$\lambda = \sqrt{a^2 + b^2}$$

(8)

Assuming that $v$ coincides with the axis of the hand, matrix $A$ is applied to the vertices of the two hands separately, using homogeneous coordinates.
In addition to the 6 parameters that control the arms and legs of the model, global parameters are also introduced that control: the model’s location (x and y translation), size (x, y and z scaling) and global rotation round the Z axis. In order to narrow the range of these global parameters, we utilized the geometric reasoning-based segmentation refinement that we reported in (Delibasis 2013, section 2.4). More specifically we utilize the calibrated fisheye camera model to obtain an estimation of the real \( (x_{\text{real}}, y_{\text{real}}) \) positions of the segmented human. Some instances of the segmented human from a typical video are shown in Fig. 5(a), whereas the path of the walking human in the real world frame of reference is plotted in Fig. 5(b), as estimated using the segmentation refinement (Delibasis 2013, section 2.4). The path is overlaid back on the composite video frame (Fig. 5a) using the forward fisheye model (Delibasis 2013, section 2.2).

The estimated \( (x_{\text{real}}, y_{\text{real}}) \) coordinates are used to initialize the model’s location (x and y translation). The global rotation round the Z axis, is calculated using the direction \( \theta_z \) of the velocity vector (assuming that the human is facing towards the direction that he/she is walking), as following:

\[
\theta_z = \tan^{-1}\left(\frac{y \times - y_{\text{real}}}{x \times - x_{\text{real}}}\right)
\]

where \( \overline{x} = \frac{1}{3}(x_{\text{real}} + x_{\text{real}} + x_{\text{real}}) \) is the running average of the last estimated real world coordinates (same hold for \( y_{\text{real}} \) coordinate), which prevents amplification of the noise, induced by errors in position estimation.

If the human is stationary \( \|y_{\text{real}} - \overline{y}\| < d_y \ AND \|x_{\text{real}} - \overline{x}\| < d_x \) then the angle \( \theta_z \) is not utilized for narrowing the range of z-rotation angle, which is then set to \([0,2\pi]\). The range of the model parameters are shown in Table 1.

The human model is used to produce a simulated (rendered) segmented video frame that is compared to the actually segmented one. A model of a standing man is shown in Figure 6(a), scaled to height=1.8 m and it is placed at several locations in the imaged room, touching the floor. The rendered frame using the fisheye model is shown in Fig. 6(b).

The human pose can be extracted by recovering the values of the parameters of the human model in vector \( \mathbf{pm} \). Let us denote by \( I_M \) the binary image of the parametric model generated by the fisheye model and by \( I_S \) the segmented image of the corresponding video frame.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min. value</th>
<th>Max. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X translation</td>
<td>( x_{\text{real}} - 0.4 )</td>
<td>( x_{\text{real}} + 0.4 )</td>
</tr>
<tr>
<td>Y translation</td>
<td>( y_{\text{real}} - 0.4 )</td>
<td>( y_{\text{real}} + 0.4 )</td>
</tr>
<tr>
<td>Scaling (independently in 3 axis)</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Z-rotation</td>
<td>( \theta_z - \pi/8 )</td>
<td>( \theta_z + \pi/8 )</td>
</tr>
<tr>
<td>Right, Left Leg angle</td>
<td>(-\pi/6)</td>
<td>( \pi/6 )</td>
</tr>
<tr>
<td>Right arm coordinate a</td>
<td>-0.9</td>
<td>0</td>
</tr>
<tr>
<td>Right arm coordinate b</td>
<td>-0.4</td>
<td>+0.4</td>
</tr>
<tr>
<td>Right arm coordinate c</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>Left arm coordinate a</td>
<td>0</td>
<td>0.9</td>
</tr>
<tr>
<td>Left arm coordinate b</td>
<td>-0.4</td>
<td>+0.4</td>
</tr>
<tr>
<td>Left arm coordinate c</td>
<td>0</td>
<td>+1</td>
</tr>
</tbody>
</table>
The objective function is defined as following:

\[ f(p_u) = \sum_{\text{image domain}} I_u \cap I_s - \sum_T I_u \cap I_s - \sum_{\text{non-zero pixels of } I_u} I_s - \sum_{\text{zero pixels of } I_u} I_s \]  

where, \( \overline{I} \) denotes the boolean negative of \( I \), \( \cap \) denotes the boolean AND operator and the summation is done over the whole image domain. The objective function is defined as the number of non-zero pixels of \( I_M \) on non-zero pixels of \( I_S \) minus the number of non-zero pixels of \( I_M \) on zero pixels of \( I_S \), minus the number of zero pixels of \( I_M \) on non-zero pixels of \( I_S \). Thus, the objective function should be maximized.

Due to the large number of parameters and the complexity of the objective function, which cannot be written in closed form and its derivatives cannot be analytically computed, we employed a simple Genetic Algorithm as an optimizer. The simple GA is a generational one, as described in (Goldberg 1999), it uses real encoding, one-point crossover, a population of 80 chromosomes and it is allowed to converge for a maximum number of 1000 function evaluations. The probability of crossover and mutation was set to 0.8 and 0.01 respectively. For these initial results, the step of evolutionary optimization is not performed in real time. In the Discussion section, we provide details about execution times as well as future work towards the direction of near real time execution.

### 3 EXPERIMENTAL RESULTS

The video sequences used in this work were acquired using the Mobotix Q24 hemispheric camera, which was installed on the ceiling of the imaged room. The pixilation of each frame is 480x640.

Figure 7 shows results from a typical frame (a). The recovered 3D human model is shown in (b) and the rendered 3D human model using the fisheye model is shown in (c). The fitting of the fisheye-rendered parametric 3D human model to the segmented frame is shown in Fig. 7(d), as following: segmented frame in green, the fisheye rendered 3D human in red and their intersection in yellow. It can be observed that the proposed algorithm was able to detect the specific human pose. Initial results were obtained by testing the proposed algorithm in 5 video sequences of 1500 – 2000 frames, of a walking or standing human. In Fig. 8a, the resulting segmentation from a number of frames is shown in a single composite frame. The results of fitting the fisheye-rendered 3D human model to the actual segmented human silhouette using GAs-based optimization is shown in (8b) (same colours as in Fig.(7)). In (8c) the recovered 3D human models are shown in the real world space. These experiments show that it is feasible to extract the human pose from a significant percentage the fisheye video frames, even imperfect segmentation.
4 CONCLUSIONS

A methodology for human pose recognition has been presented in this paper. The proposed algorithms are based on a deformable 3D human model, a parametric model of the specific fisheye camera and a top-down approach using GAs-based optimization. Given the video foreground segmentation refinement and its geometry-based refinement, the algorithm estimates the human’s position and pose, considering the orientation of its limbs. Initial results have been presented that show the feasibility of the proposed methodology.

The generation of the 3D parametric human model is performed in approximately 1 msec. The rendering of a 3D human model with 2,500 vertices through the modelled fisheye camera is also performed in 1.5 msec. The calculation of the objective function (Eq. 10) requires approx. 8 msec for a 3D model with 2,500 vertices and a frame of 480x640 pixels. All timing was performed using an Intel(R) Core i5-2430 CPU @ 2.40 GHz Laptop with 4 GB Ram, under Windows 7 Home Premium. The code was developed using the Matlab programming environment. No special code optimization or any kind of parallelization was performed. It becomes clear that the optimization of the objective function in order to extract the human pose has not been performed in real time. At this stage, these initial results serve as proof of concept that the proposed algorithm is feasible. Further work will include the adoption of a more robust statistical 3D model for the human and the refinement of the fisheye model, using more parameters to increase its accuracy. Finally more efficient implementation of the genetic algorithm based optimization will be explored for the determination of the 3D model parameters. These approaches include exploiting the converged population from the previous frames to initialize the search for the current frame and/or restricting the parameter range according to their optimal values from the previous frames.
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