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Abstract: Automatic video analysis of interactions between road users is desired for city and road planning. A first step of such a system is object localization of road users. In this work, we present a method of detecting a specific car in an intersection from a monocular camera image. A camera calibration and segmentation are utilized as inputs by the method in order to detect a car. Using these inputs, a sampled search space in the ground plane, including rotations, is explored with a 3D model of a car in order to produce output in form of rectangle detections in the ground plane. Evaluation on real recorded data, with ground truth for one car using GPS, indicates that a car can be detected in over 90% of the time with an average error around 0.5m.

1 INTRODUCTION
Access to accurate positions of road users is desirable in calibration for simulations, finding potential bottlenecks, and finding potential dangers in existing road networks. The task of localizing each road user, utilizing one or several cameras, is indeed a desirable feature. Previous works with similar problem formulation has been approached in several ways. For example, some papers explore model based approaches (Koller et al., 1993; Ferryman et al., 1997; Tan et al., 1998; Li et al., 2009). Others aim to find an occupancy map from multiple views (Khan and Shah, 2006). Some formulate the problem in a probabilistic framework, for example by combining results from Markov Chain Monte Carlo (MCMC) and a Hidden Markov Model (HMM) (Song and Nevatia, 2007). Detection based methods has recently gained some attention (Pepik et al., 2012; Nilsson et al., 2013). Recently, a method utilizing 3D primitives, and monocular view, presented promising results (Carr et al., 2012). In that work, cars were modeled as boxes and pedestrians as cylinders in order to position objects in the ground-plane. This work proposes a way to search for a 3D model of a car which is more detailed than a box. In addition, a 3D context of the object is proposed to be utilized in order to get a more reliable score. One way to look at our proposal is that we exploit graphics techniques in a brute-force manner (dense sampling and rotation) in order to solve a computer vision problem. The different parts of the proposed method can be found in Fig.1.

2 DETECTING A CAR USING A 3D MODEL WITH CONTEXT
The aim of this section is to describe the operations performed in order to localize a specific car model, see Fig. 1. A description of the different setup and processing units for the solution will follow. The camera calibration will be addressed in 2.1, the search space in 2.2, the foreground/background segmentation in 2.3, the 3D model search in 2.4 and 2.5, and finally the non-maximum suppression in 2.6.

2.1 Camera Calibration
In order to get a camera calibration from an intersection used in the experiments, manually selected points had their 3D positions measured with a Leica GX1230 GG. These points were also manually positioned in an image from a static mounted camera, placed high up in a water tower, and the corresponding points were used for calibration, see Fig. 2. Calibration was performed using Tsai calibration (Tsai, 1987). The final camera parameters, are then used for mappings between the image frame and the world coordinate system.

2.2 Search Space - Sampled Ground Plane and Rotations
The space used to search for a specific 3D model is here chosen as a rectangle in the ground-plane $z = 0$
2.3 Foreground/Background Segmentation

As input a probabilistic background/foreground segmentation algorithm was used (Ardö and Svärd, 2014). It produces an image that in each pixel stores the probability that this pixel currently shows a moving object as opposed to the static background. To make it robust to lighting variations and shadows, it does not utilize the image intensities directly. Instead it preprocesses the input frame by calculating the gradient direction in each pixel, and then the segmentation is based on those preprocessed input frames instead.

Gradient directions is a good feature when the gradient magnitudes are high, but can be very noisy when the magnitudes are low. This means that some gradient orientations are matched with more confidence than others. This uncertainty is estimated, which means that more weight can be put on the confident matches than those with higher uncertainty. This is achieved by using the probability distribution of gradient orientations parameterized by a signal to noise ratio defined as the gradient magnitude divided by the standard deviation of the noise. The noise level is reasonably invariant over time, while the magnitude has to be measured for every frame. Using this probability distribution the segmentation can be posed as a Bayesian classification problem with two classes, background and foreground. The classification yields a probability for each pixel that represents how likely it is that it belongs to each of the classes.

The gradient directions of the current input frame are compared with a background model that is constructed and updated online using recursive quantile estimation (Ardö and Åström, 2009). That model consists of two parts: i. A background image estimated as the median of the latest observed gradient
2.4 Fast Box Search for Rapid Rejection

Note that the sampled space in the scenario described above results in 8000+ positions with angles to check with the 3D model. In order to speed up this process, a simpler box of size 1.5 × 1.5 × 1.5 meters is used initially and with steps of one meter instead of 10 centimeters and with no rotation applied. This box is defined by 12 triangles. Mapping the triangles from world to image and rasterizing them produces a set of pixels \( B_{x,y} \) for a given position \((x, y)\) in meters from the ground plane, see Fig. 5.

From the set of pixels \( B_{x,y} \) a box score can be found as

\[
    b_{x,y} = \frac{1}{|B_{x,y}|} \sum_{k \in B_{x,y}} P(k).
\]

where \( P(k) \) is the probabilistic segmentation for a pixel \( k = [i, j]^T \). A threshold, \( \theta_{box} \), on this box score is then applied in order to see if a more detailed search for the 3D model with rotation should take place around the point checked. Thus, a grid search is applied in the search space. In a way, this can be viewed as a 3D search variant of a sliding window cascade commonly used for object detection in images to quickly reject uninteresting patches (Viola and Jones, 2001; Dollár et al., 2012).

2.5 3D Model of the Car and Context

The 3D model used is that of a Toyota Corolla, a sedan car. This car was used in the experiments and also equipped with GPS sensors, which will be exploited as ground truth in the experiments. This car was manually measured with a foot ruler and a 3D model was created using a triangle mesh with 60 triangles, see Fig. 6. Note that the chosen model is more sophisticated than a box model (Carr et al., 2012) but not detailed in comparison to 10000+ triangles meshes not uncommonly used in the gaming industry. The reason for this model trade off is to strike a balance between processing speed and performance. Given a correct model for the sought object, a more sophisticated model than a box will improve the localization accuracy. However, an overly detailed model, for example considering adding wing mirrors, will be a bottleneck performance-wise and not add any significant amount to localization accuracy. This since the automatic foreground/background segmentation is noisy in practice. Furthermore, even with a close to perfect segmenter, the pixel resolution required to extract some details, is not available with the current camera used.

In order to produce some context around the car, a mid point for the 3D car model is found (middle of rectangle in \( x, y \) and \( z \) at the half height of the car) and then sealing the points with a factor \( f_{context} > 1 \) produces a car larger than the original. Additionally, any scaled point getting a negative \( z \) value, i.e. below the ground plane, is set to zero, see Fig. 6.
An example of the object and context set are shown in Fig. 7. An object score, \( o_{x,y,a} \), for a given position and rotation is found as

\[
o_{x,y,a} = \frac{1}{|O_{x,y,a}|} \sum_{k \in O_{x,y,a}} p(k) - \frac{\alpha_{\text{context}}}{|C_{x,y,a}|} \sum_{k \in C_{x,y,a}} p(k)
\]

where \( \alpha_{\text{context}} \) is a variable used to strike a balance between object and its context. In order to produce a detection, in form of a rotated rectangle in the ground plane, a threshold, \( \theta_{\text{object}} \), on \( o_{x,y,a} \) is employed.

The importance of context is to aid the decision from other objects in the scene. For example, consider the case when a bus, truck or a larger than a car vehicle is present. Not utilizing context would imply that the highest score possible might be when extracting a score within this larger object and creating several detections within it with the car model. Thus, the context where pixels should be close to zero will aid this case and produce a lower score.

### 2.6 Non-maximum Suppression on Rotated Rectangles in the Ground Plane

Output from the search of the specific object is rotated rectangles in the ground plane. Typically multiple overlapping detections for each instance of a car. The Non-Maximum Suppression (NMS) method employed here is similar to the non-rotated bounding box suppression (Felzenszwalb et al., 2010), but here rotations have to be considered also. Detections are sorted according to their score and are greedily removed if the bounding boxes are more than 0% covered. That is, no cars are allowed to overlap in the final output, by a bounding box of a previously selected detection. The overlap check for the rotated boxes can be performed using a general polygon clipper or the separating axis theorem. An example of the outputs (red) from applying threshold \( \theta_{\text{object}} \) to the object score in Eq. 3, and the corresponding result (yellow) after NMS, can be found in Fig. 8.

The setup used has been explained throughout Section 2. Briefly, the 13 3D points measured at the intersection as well as manually positioned in the image, see Fig. 2, were used to calibrate the camera. The search space was defined and occluded areas removed, see Fig. 3. Foreground/background segmentation was perform on frames of video from the camera. The 3D box and car model was used and detections passing thresholds \( \theta_{\text{box}} \) and \( \theta_{\text{object}} \) undergoes non-maximum suppression of rotated rectangles in the ground plane. The parameters used in the experiments can be found in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_{\text{box}} )</td>
<td>0.45</td>
</tr>
<tr>
<td>( \theta_{\text{object}} )</td>
<td>0.2</td>
</tr>
<tr>
<td>( \alpha_{\text{context}} )</td>
<td>1</td>
</tr>
</tbody>
</table>

In order to evaluate a specific detection within the scene, the car used was equipped with two GPS sensors. The sensors were placed in the front and at the back of the car. Given these positions, it is possible to sync the GPS to the camera in time and to find an expected rectangle footprint in the ground plane at every frame. An example from a single frame can be found in Fig. 9.

A video sequence with mixed traffic and with the GPS-equipped car performing a left turn was investigated. During this turn, the middle position of some rectangle detected by the proposed system managed to be located inside the GPS rectangle 91.4% of the time, a decent result considering monocular view and the complexity of the mixed traffic. Furthermore, the mean difference between the middle points of the
4 CONCLUSIONS

A system searching for a specific 3D shape, a car in this case, has been presented. The proposed methodology utilizes camera calibration, a defined search space in the ground-plane, and foreground/background segmentation. Given this, the 3D object, with additional context, is proposed to be utilized in order to find a score for detection. Further, a non-maximum suppression on rotated rectangles in the ground plane is conducted to yield final detections. The system has been applied to real data with mixed traffic. Ground truth for one car in this data could be extracted by the use of a GPS. Experiments on this real data indicate that the car could be detected in 91.4% of the time it was visible and inside the search area. Furthermore, detections matching the ground-truth has an average error of 0.5m.

5 DISCUSSION AND FUTURE WORK

While the results are promising, improvements to the proposed framework to handle more complexity and improvement of accuracy is here discussed. For starters, currently only one model has been used, a sedan car, this should be extended with more relevant 3D shapes (vans, trucks, pedestrians, bicyclists etc). A straight forward way to perform this is to use the system described up to the Non-Maximum Suppression (NMS) for serval 3D shapes and then perform NMS for all objects.

Another extension is to place more cameras to better handle occlusions. Different approaches could be adopted here. One way could be to run the whole system up to NMS for all views. This way a score fusion could be adopted before NMS, possibly with some weighting, to produce scores taking into account scores from all views.

The system propped here does not perform any temporal processing. One possibility is to extend the system with a following tracking and thus making temporal assignments and smoothing. Given tracks to an object, yet another extension could be to adjust a detected 3D model further by optimizing the position, the angle, and the 3D shape. For example, by allowing the 3D points, which defines the shape, freedom to move with some constraints.
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