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Abstract: This paper proposes a collaborative vision network that leverages a personal webcam and cameras of the workplace to provide feedback relating to an office-worker’s adherence to ergonomic guidelines. This can lead to increased well-being for the individual and better productivity in their work. The proposed system is evaluated with a recorded multi-camera dataset from a regular office environment. First, analysis results on various ergonomic issues are presented based on personal webcams of the two workers. Second, both personal and ambient cameras are used through sensor fusion to infer the mobility state of one of the workers. Results for various fusion approaches are shown and their impact on vision network design is briefly discussed.

1 INTRODUCTION

The importance of proper ergonomics for the health and wellbeing of office workers is increasingly promoted by federal agencies such as OSHA (Occupational Safety and Health Administration) (OSHA, 2012) and NIOSH (National Institute for Occupational Safety and Health). However, it is up to the individual workers to adhere to the proper ergonomics.

1.1 Application Background

Working long hours in front of a computer has become unavoidable for many people working in offices. However, the extended use of computers poses health risks including eye strain, and neck and shoulder pain. In response, ergonomic experts have developed guidelines that are designed to mitigate the risk of such workplace related injuries. In order to follow these guidelines, workers have to gain a measure of self-awareness of their bad habits, and be encouraged to correct them. The field of personal informatics has focused on providing tools to do just so.

In this study a set of cameras are used to collect personal information relevant to workplace ergonomics. Given both close-by and ambient cameras, the estimate of the condition of the worker is both refined and given over a wider range of locations. By visualizing the processed information to the user we hope to increase the workers’ awareness of their own condition related to the general guidelines. Figure 1 shows an example of a graphical feedback given by an application. Reminders for eye breaks, neck and shoulders exercises, and rest breaks can be sent to the user when the respective green bar is depleted. With contextual information the measurements can be correlated with different tasks, providing insights on changes in worker behavior.
1.2 Paper Outline

This paper starts by introducing the related work in person tracking and personal informatics in section 2. The application for office ergonomics and the proposed vision system are defined in section 3. The multi-camera recording setup and the data used in the experiments are presented in section 4. Section 5 presents the results on single-camera ergonomics analysis and on fusion experiments on general mobility. The paper concludes with discussion in section 6.

2 RELATED WORK

Gaze tracking has been used for many applications from analyzing the impact of advertisements for marketing studies, to developing innovative interfaces for HCI (Hansen and Ji, 2010). Most widely used methods are based on video-devices, because they are unobtrusive and cheap. Much work has been done to improve the performance, e.g., by using prior knowledge about the scene under a saliency framework (Valenti et al., 2012), or by incorporating multiple cameras (Chen and Aghajan, 2011). In this paper the estimation of gaze was simplified into a common head tracking problem.

For eye blinking detection, (Chau and Betke, 2005) proposed an approach in which eye location is detected from a temporal difference image when the user blinks, and templates for open eyes are created on-line. Local template matching tracks the eye location, and blinks are detected by thresholding the correlation score. A blink detector using GPU based on SIFT tracking was proposed in (Lalonde et al., 2007). In this paper the eye locations are given by the tracked head, and blinks are adaptively detected based on the accumulated pixel differences of the estimated locations.

The detection and tracking of people is a necessity for many applications, but they do oppose challenging problems due to the cluttered environments with occlusions, moving background objects, and multiple people. For example, a framework that exploits both detection and tracking methods for an articulated body model for tracking multiple people has been proposed in (Andriluka et al., 2008). In this paper we’ve applied a combination method of image segmentation and template matching, because the interest is not in the specific posture of a person, but in the mobility of the tracked person. Person tracking can help to alleviate privacy concerns by focusing the analysis on the specific person only, and thus ignoring individuals who want to remain anonymous.

Gathering comprehensive personal information has been made possible recently with the advent of ubiquitous sensors and computing power. A survey about how personal information is collected through ubiquitous sensors and reflected upon can be found in (Li et al., 2010). For example, the generation of a daily activity summary for triggering bad posture alarms was proposed in (Jaimes, 2005). In this paper we are interested in gathering specific properties related to office ergonomics, such as head mobility and rest breaks.

Detection of body posture and interactions with other people, are essential for improving wellbeing. A 20-year study (Shirom et al., ) found a strong link between higher level of peer social support and lowered risk of mortality. (Chen and Aghajan, 2011) described methods for estimating the locations and head orientations of multiple users. Based on these two attributes, an interaction detector was trained to identify social events. The influence of these social events on behavior was studied in (Chen et al., 2011). In this paper we suggest to compare the inferred office behavior to the official ergonomic guidelines, and use these comparisons to drive the adaptive recommendation system.

3 PROPOSED VISION SYSTEM

In the proposed vision system, there are two main categories of cameras; the personal webcam and the ambient cameras. Additionally, an ambient camera that observes only the area of a person’s desk is referred to as a dedicated camera.

3.1 Application to Office Ergonomics

Ergonomics guidelines usually only provide high-level recommendations that are general for specific industry or task, but do not take into account personal preferences and habits. Therefore, warnings that strictly adhere to the guidelines might become annoying to the users, and could even jeopardize work efficiency and productivity. To address this problem, a multi-camera supported system that learns personal habits and preferences is proposed. The overview of the discussed system is illustrated in Figure 2.

The frontal personal camera above the user’s computer screen extracts ergonomics related attributes. The ambient cameras monitor the entire office and record how multiple users utilize the office space. Data extracted by these cameras is sent to a central processing unit. The attributes are first combined by a data fusion process and then used to learn the
Figure 2: System Diagram for providing personalized ergonomics based on multi-camera observations.

worker’s profile. The model adapts to the visual observations, available user feedback and given contextual information. User may provide feedback, e.g., by penalizing unwanted reminders or by providing the type of the task. Contextual information, e.g., on the common breaks and meetings can be gained by accessing worker’s agenda. Personalized recommendations according to the modified user model can then be provided to the user.

3.2 Enabling Vision Techniques

The analysis of worker behavior relies on four different computer vision techniques.

Face and Person Tracking. The faceAPI from Seeing Machines (Seeing Machines, 2013) was used to track faces. FaceAPI is capable of tracking faces under a wide range of head rotations, which is critical for the proposed system since workers are not expected to look directly into the monitor while performing various tasks at their desk. The faceAPI returns a 6 degrees of freedom estimate of the head’s pose at moment $t$: the 3D head location and the yaw, pitch, and roll of head pose, which are expressed as a position vector $x_t$ and a Euler angle vector $\theta_t$ respectively,

$$x_t = (X_t, Y_t, Z_t), \quad \theta_t = (\alpha_t, \beta_t, \gamma_t).$$

The faces are difficult to robustly detect from longer distances. In order to detect and keep a track on a person also when he/she is situated further away from any observing camera, a HOG-SVM based pedestrian template matching (Dalal and Triggs, 2005) was used. The pedestrian detector returns the location and size on image plane $(x, y)$ of any shape in the image that resembles the shape template of a pedestrian.

Silhouette Segmentation. The faceAPI gives an estimate of the position of any face in personal camera. With personal cameras, after performing a traditional GMM-based background subtraction and obtaining a foreground mask, the head position is used to refine the foreground mask. Morphological operations are applied to remove small holes in foreground and the largest connected silhouette component that overlaps with detected face is defined as the worker’s silhouette. With ambient cameras, similar refinement on silhouette is performed based on the histogram-of-gradient (HOG) pedestrian template matching by Support Vector Machine (SVM).

Motion History Images. Motion history images (MHI) compute the difference between consecutive frames and mark the pixels with large difference values as one of the motion pixels $h_{i,j}$. In the experiments the motion frames were added together over a period of 8 seconds, 120 frames captured at 15fps. This formed an accumulated MHI-frame, that was used to compute MHI-based measures.

3.3 Measures for Ergonomics

The three techniques described before enable the computation of informative measures capable of determining worker’s ergonomic situation.

User Attention. For the proposed system, it is satisfactory to extract the approximate gaze of the user by assuming the head orientation is aligned with gaze direction. This is a coarse approximation, but it allows the use of the face tracking data in estimating what the user focuses on. Therefore, gaze direction is defined by the head position and orientation. The estimated gaze vector is projected onto the plane spanned by the monitor for obtaining an attention heatmap.

Distance to Screen. It is important to maintain a proper distance between a user and a computer screen to avoid eye strain (OSHA, 2012). Using the face tracking data and initial calibration, the distance between the user and the screen is extracted.

Head Motion. Sitting in front of the computer can cause excess muscle tension in the neck, shoulder, and back. Stretching and short exercise can effectively relieve affected muscles and prevent strains from accumulating. Head motion can be derived from the face tracker data. In particular, the motion $m_t$ of the user at time $t$ is defined as the weighted sum of the tracked head displacement $x$ and rotation $\theta$:

$$m_t = w_d \times |x_t - x_{t-1}| + w_r \times |\theta_t - \theta_{t-1}|$$  \hspace{1cm} (1)

where $w_d$ and $w_r$ are the corresponding weights.
Work Periods and Breaks. Taking regular breaks during sedentary work is another important activity recommended by ergonomic experts to promote health and well-being by reducing fatigue. The presence of a user in the view is used to determine if the user is working or on a break. The raw presence data provided by hits by faceAPI is processed by first finding gaps in the presence. The detected breaks that are shorter than a threshold are filtered out as not significant absences. For the experiments a threshold of 10 seconds was used. From the starting and ending times of the work periods, the system computes the durations and distributions of the work periods of the user.

Blinks. The blink detector was built upon the face tracker, utilizing the tracked head and estimated eye locations. Given an observed video frame, the face tracker provides an estimate of the eye locations. Two local regions centered on these estimated locations are used to compute the accumulated pixel differences within a running time window, and a binary decision on blinking is provided based on the blinking probability.

General Mobility. A study in this paper classifies a person’s state as one of the three classes: regular, mobile and in-transit based on a general mobility feature. The feature is computed within a ROI, which is the rectangular region within an image that covers the visible part of the person. ROI updates its position and size automatically based on the foreground pixels $f_{i,j}$ or face/person tracking. The feature $f_{\text{mob}}$ is defined as the ratio of MHI-pixels to silhouette pixels:

$$f_{\text{mob}} = \frac{\sum_{ROI} h_{i,j}}{\sum_{ROI} f_{i,j}}$$

(2)

Person is regular when engages in focused working, thus only minor adjustments to hands, head and body are taking place. Person is considered mobile with larger rotations to body and displacements. In-transit includes cases when person stands up or moves across the office. A simple thresholding is used to declare the state. The thresholds are defined by minimizing the overlap of the feature distribution between the three classes. Threshold values of 0.075 and 0.7 are used.

3.4 Fusion of Camera Data

As multiple cameras provide their observations on the user’s general mobility, great opportunities emerge for exploiting fusion in order to increase certainty and visibility (Miäätä, 2013).

Fusion Architecture. The manner in which data is gathered is defined by the fusion architecture; we studied centralized and hierarchical architectures. Centralized architecture combines directly all the data in a central unit, whereas hierarchical first performs fusion for subgroups of cameras and sends the results to a central unit for the final fusion.

Fusion Level. It is common to define the type of data to be combined as the fusion level. This level is commonly separated into data, features and decisions (Dasarathy, 1997). There are three types of combinable data within an uncalibrated vision network. Features can be combined into a single feature-value. Both class probabilities and class labels can similarly be combined into a single estimate. We considered hybrid fusion as a fourth level, in which all the resulting decisions from each of the previously mentioned levels are combined into a hybrid decision.

Fusion Method. The algorithm used to combine the data is defined by the fusion method. Many methods have been developed, each addressing usually a certain fusion level (Sanderson and Paliwal, 2004). We studied two method approaches; first approach relies on the common opinion between the cameras, the second is sensitive to detection of the classes of higher mobility.

In the common opinion approach, the features are combined by taking the average. The class probabilities are combined by choosing the class with the highest overall probability. The class labels are merged by selecting the class with the largest amount of votes.

In the sensitive approach, the features are combined by selecting the maximum feature. The class probabilities are combined by choosing the class of highest mobility, that has been given the highest probability by at least one of the cameras. Similarly, the class of highest mobility that has at least one vote, is chosen as the combined decision based on votes.

4 EXPERIMENT DATA

Two researchers recorded their daily activities in a lab using their webcam and the IP-cameras, see the layout in Figure 4.

Recordings started in mid-September and lasted for a month. Video was captured every weekday between 2pm and 4pm using both the laptop webcams and six IP-cameras. Webcams were recorded on the respective laptops, whereas ambient videos were gathered over cable IP-network on another laptop. In overall, 40 hours of video from each camera
was recorded at $640 \times 480$ resolution at 15 fps. The annotated data on general mobility within the office is shown in Figure 5.

### 4.1 Image Processing Challenges

MHI reacts to motion observed over time. Therefore there is a trail of motion, even after person has seated or left the office. This trail will introduce remnant motion pixels for the duration of the motion buffer.

*Image segmentation* by background subtraction has two major challenges: initialization and update of the background model. All objects in the scene will be considered as part of the background, unless an initialization step ensures no users are considered as part of the background. Additionally, the timing and the area-of-update can be controlled. Otherwise, any changes to scene illumination or camera-gain deteriorate image segmentation. In the reported experiments, segmentation was provided an image with no persons in it for the specific day, no changes to lighting was allowed, and cameras were set with fixed manual settings. Any passers-by will also be detected as part of the foreground as they too are new to the background model. By only considering the 8-connected foreground (FG) pixels that partly overlap with the detected face/hog-template as belonging to the person’s silhouette, robustness to separate background movements is achieved. Figure 6 illustrates the suppression of false FG pixels.

Three issues caused significant synchronization problems for the recorded video-streams. First, cameras dropped frames while capturing. Second, some data packets and hence some frames get lost in transmission. Third, some frames are dropped during the recordings by the laptop as it fails to write all the frames from all six IP-video streams. Figure 3 illustrates how much three of the IP-cameras fell behind of the personal webcam (camera-7). Because Oct 5th had significant fluctuations, and thus compli-
5 EXPERIMENTS

Analysis of ergonomics by the desk was performed by examining the working styles of two individuals during two of the recorded days based only on their personal webcams. Whereas, general mobility of user-A within office was studied with his webcam and three IP-cameras over four days. These two studies are used in our preliminary work to assess the applicability of the described computer vision techniques to personalized office ergonomics.

User Attention. Heat maps indicating areas of focus were obtained from the user gaze analysis, see Figure 7. The majority of the time was spent looking directly at the computer screen. The elongated pattern in the horizontal direction is due to the user panning their head side to side. Both users frequently look away from their computer screens, thus decreasing eye fatigue. User B’s heat map also indicates frequent patterns of looking down and toward the side, which correlates to the user reading a document placed flat on his desk. User B should place his documents closer to the same plane with the screen (OSHA, 2012). Additionally, both heatmaps indicate a proper monitor placement, as the centroid of the heat map is approximately at eye level.

Screen Distance. The histograms of the screen viewing distance for the two test users, for the times their face was successfully tracked, are shown in Figure 8. Two distinct viewing patterns are observed. User A’s viewing pattern is highly bi-modal and the viewing distances are greater compared to User B’s pattern, which feature a long tail.

Head Mobility, Blinks and Duration. To infer the state of head mobility, the displacement weight \( w_d \) in Eqn. 1 was set to 4 and rotation weight \( w_r \) to 0.3, measuring \( x \) in centimeters and \( \theta \) in degrees. A person was labeled mobile at time \( t \), if \( v_{m_t} > T_m \), with \( T_m \) as 10.

Table 1 shows example statistics of two users highlighting differences between the user’s habits from blink rate to average work period. Using contextual data for User B, it can be seen that computer usage patterns change with the type of job being performed. For example, when reading a paper document, User B switches between the paper and the computer frequently, and therefore has higher blink rate and head motion. Whereas programming causes focused attention, reduced head motion and increased time between breaks.

Table 1: Example statistics of user A/B activity on different days shown in different contexts.

<table>
<thead>
<tr>
<th>Break Interval</th>
<th>Presence</th>
<th>Mobility</th>
<th>Blinks</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Mon Avg</td>
<td>55 m 40 sec.</td>
<td>82.1%</td>
</tr>
<tr>
<td>B</td>
<td>Fri Avg</td>
<td>28 m 34 sec.</td>
<td>61.4%</td>
</tr>
<tr>
<td>Reading</td>
<td>16 m 15 sec.</td>
<td>-</td>
<td>14.4%</td>
</tr>
<tr>
<td>Coding</td>
<td>42 m 27 sec.</td>
<td>-</td>
<td>4.8%</td>
</tr>
</tbody>
</table>

General Mobility. The mobility feature \( f_{mob} \) for the ambient (1,3) and close-by cameras (4,7) is shown in Figure 9. Near-zero feature-values are evident with each camera and class, because of the synchronization problem, as non-mobile moments have been included in the mobile classes. The mobile and in-transit classes with ambient cameras largely overlap, due to viewpoint limitation in computing the feature.

Both ambient and close-by cameras are used jointly to infer the mobility state of the person for each observation. Each decision is compared to the annotated label and only matching decisions count as correct. All the following figures show correct classification-ratios per each class, for all samples (overall), and averaged across the classes (normalized). Same legend and axis-notation apply to Figures 10-12. Colored lines highlight the values discussed in text in %.
Fusion Level. The centralized common opinion fusion at each of the basic fusion levels is shown in Figure 10. Fusion of features gives better results for mobile (in blue) than for regular (in green) class, contrary to fusion of scores or decisions. Fusion at the feature-level (far-left) is slightly better (49%) than score (47%) or decision (41%), when considering the normalized accuracy (in red).

Fusion Method. The accuracy of mobility inference with the centralized fusion at the hybrid-level with both fusion method approaches are given in Figure 11. With the sensitive approach, in-transit (in cyan) class is detected much better, but the detection of the other two classes suffers.

Correspondingly, the hybrid results of both ambient and close-by cameras with common opinion approach are shown in Figure 12. Ambient cameras can reach normalized accuracy of 54% & close-by 55%, which on average (54.5%) is better than the centralized with 47%. By combining the decisions from both the camera groups, better overall system accuracy can be achieved.

6 CONCLUSIONS

Video-based analysis can provide much beneficial information about working habits. As it is shown in this paper, with a webcam descriptive measures on ergonomics by the desk can be extracted. By adding more cameras the range of analysis can be increased, but often the quality and comparability of data suffers as problems, e.g., in data synchronization and image processing emerge.

Fusion of data can help in providing certainty and visibility. By grouping cameras with similar measurements, more stability in data is achieved and better results from fusion can be expected. By applying fusion methods that are sensitive to rare activities, their detection can be enhanced, regardless of the level of data and the manner in which it is gathered.

Having tools to analyze working behavior enables the use of personalized recommendation systems that

Figure 9: The histograms of the mobility feature \( f_{mob} \) per each class starting from top: regular, mobile and in-transit. The threshold-region of values for the specific class is presented within each red rectangle.

Figure 10: Classification results of Centralized Fusion with Common Opinion methods for the three Fusion Levels.

Figure 11: Classification results of Centralized Hybrid.

Figure 12: Classification results of Centralized Hybrid.
can provide the suggestions specifically to the particular worker according to his agenda and activities. In this preliminary work we studied the applicability of four vision techniques and basic fusion approaches to applied empathic computing. In future work, larger datasets and user tests can be used to further validate the accuracy of these techniques.
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