Large-scale Image Retrieval based on the Vocabulary Tree

Bo Cheng, Li Zhuo, Pei Zhang and Jing Zhang
Signal & Information Processing Laboratory, Beijing University of Technology, Beijing, China

Keywords: Vocabulary Tree, Large-scale Image Retrieval, Optimized SIFT, Local Fisher Discriminant Analysis.

Abstract: In this paper, a vocabulary tree based large-scale image retrieval scheme is proposed that can achieve higher accuracy and speed. The novelty of this paper can be summarized as follows. First, because traditional Scale Invariant Feature Transform (SIFT) descriptors are excessively concentrated in some areas of images, the extraction process of SIFT features is optimized to reduce the number. Then, combined with optimized-SIFT, color histogram in Hue, Saturation, Value (HSV) color space is extracted to be another image feature. Moreover, Local Fisher Discriminant Analysis (LFDA) is applied to reduce the dimension of SIFT and color features, which will help to shorten feature-clustering time. Finally, dimension-reduced features are used to generate vocabulary trees which will be used for large-scale image retrieval. The experimental results on several image datasets show that, the proposed method can achieve satisfying retrieval precision.

1 INTRODUCTION

Image retrieval has been an active research topic in recent years due to its potentially large impact on both image utilization and organization. Researchers aim to seek ways that have greater promptness and accuracy.

Content-Based Image Retrieval (CBIR) is currently considered as the mainstream method because of desirable processing speed and objectivity. It detects and extracts visual features of image (e.g. global feature and local feature) automatically by means of image processing and computer vision algorithm. In most of cases, a retrieval system takes visual features of a query image given by a user, and then the features are compared with the features stored in a database. As a result, the user will receive images that have similar features with the query image.

CBIR mainly includes two key parts: feature extraction and similarity comparison. The features usually can be divided into two kinds: global features and local features. The most commonly used local features contain Scale Invariant Feature Transform (SIFT, Lowe D. G., 2004), Principle Component Analysis-SIFT (PCA-SIFT, Ke Y. et al., 2004), Speeded Up Robust Features (SURF, Bay H. et al., 2008), and Gradient Location-Orientation Histogram (GLOH, Mikolajczyk K. et al., 2005) as well. Relying on grey information of images, SIFT features which are adopted to operate accurate and speedy image retrieval from large-scale database can be invariant to changes of image scaling, rotation, illumination, and others. PCA-SIFT performs well in terms of image rotation, blur and illumination changes, while not at scaling and affine transformations. Moreover, projection matrix of PCA-SIFT needs a series of typical images, which is only appropriate for the specific type. SURF runs three times faster than SIFT concerning computational complexity. It also works more robust than SIFT when blurred images are processed. Nonetheless, SURF does not operate as well as SIFT in dealing with images affected by scaling, rotation and illumination changes. As the extension of SIFT, GLOH can improve robustness and discrimination performance of the descriptors.

Establishing an effective index mechanism is another critical aspect to fulfill fast retrieval in the large-scale image database. Currently, there are three kinds of methods: K-D Tree (Böhm C. et al., 2001), LSH (Gionis A. et al., 1999), and vocabulary tree (Nist’er D. et al., 2006). K-D tree uses the nearest neighbour search to build the index of the images. Its search accuracy is higher in low dimensional space while the performance of K-D tree drops rapidly when dimensions are increasing. LSH can be used to reduce dimensions with multiple
hash functions which encode in a low-dimensional space to represent the higher one. However, as code length and number of images grow, this method can neither improve query accuracy significantly, nor offer fair image retrieval performance because a large number of codes require vast storage space. Compared with the methods mentioned above, vocabulary tree can effectively shorten matching time and improve retrieval performance. The method based on feature distribution selects the appropriate cluster centre by integrating different clustering to generate a tree structure of feature classification.

In this paper, a large-scale image retrieval method based on vocabulary tree is proposed. The novelty of this paper consists of three main aspects. First, traditional SIFT descriptors are excessively concentrated in some areas of images, the extraction process is optimized to reduce the number of SIFT features. Then, combined with optimized-SIFT, color histogram in Hue, Saturation, Value (HSV) color space is extracted as a global feature to represent image content. Moreover, Local Fisher Discriminant Analysis (LFDA, Rahulamathavan Y. et al., 2013) is applied to reduce the dimension of SIFT and color features, which will shorten feature-clustering time. Finally, dimension-reduced features are used to generate vocabulary tree which will be used for large-scale image retrieval. By comparing multiple sets of experimental data, it can be concluded that the proposed method can achieve satisfying retrieval performance.

The rest of this paper is organised as follows: section 2 introduces the proposed large-scale image retrieval framework based on vocabulary tree. Section 3 presents the experimental results. Final conclusions are drawn in section 4.

2 LARGE-SCALE IMAGE RETRIEVAL FRAMEWORK BASED ON VOCABULARY TREE

The proposed large-scale image retrieval framework based on vocabulary tree is shown in Figure 1. First, features are respectively extracted from image database. Then, these features whose dimension will be reduced are used to construct two vocabulary trees by means of hierarchical K-means clustering scheme. By counting inverted index (Zobel J. and Moat A., 1998) based on vocabulary tree, the features and their indexes are stored in the image database.

When operating a query, the features of query image are extracted and indexed as former. The similarity of images is measured and ranked by comparing the index of the query image with those stored in the database. The most similar top-k images will be regarded as research results and returned to the user.

As Figure 1 shows, the proposed scheme includes four segments: feature extraction, dimensionality reduction, the construction of the inverted index of vocabulary tree and similarity measurement. They will be further introduced below.

![Figure 1: Large-scale image retrieval framework based on vocabulary tree.](image)

2.1 Feature Extraction

It is clear that feature extraction is one of the most critical parts of the image retrieval framework. In this paper, SIFT and color features are extracted as image features. SIFT extraction procedure is properly optimized to reduce excessive number of SIFT features.

2.1.1 SIFT Features

Traditional SIFT extraction is shown in Figure 2(a), where the crossings present the determined coordinates of SIFT features.

It can be found that SIFT descriptors are over-concentrated in the areas with similar characteristics. Therefore, we propose a method to optimize SIFT feature extraction procedure to reduce the number of SIFT features. After optimization, the image content can be still characterized accurately, but with fewer SIFT descriptors.

Suppose that $Sift_{x}[i].x$, $Sift_{y}[i].y$ respectively represents the horizontal and vertical coordinates of $i$-th SIFT, $T_{opt}$ is an optimization threshold, and $R_{eopt}$ is optimization range. For any two different SIFT descriptors $Sift_{x}[i]$ and $Sift_{y}[i]$, when the distance of horizontal and vertical coordinates of two points are less than the optimal threshold $T_{opt}$, these two
The optimized SIFT features are shown in Figure 2(b). Compared with those in Figure 2(a), the number of the optimized SIFT features have been reduced remarkably.

### 2.1.2 Color Features

Since SIFT features merely exploit grey information, fault detection may happen when images share similar outline while colors are quite different. To overcome this shortage, we combine the color features with SIFT to further improve the retrieval performance.

Firstly, the color features are extracted in HSV color space. $H$, $S$, $V$ are divided into 8, 3, 3 bins respectively through the non-interval quantization, which are represented as $H'$, $S'$, $V'$. According to Equation (2), each one-dimensional vector consists of 72 bins. Color histogram formed by the vectors is used as the color features.

$$I' = H'Q_sS'Q_s + S'Q_vV'$$ (2)

where $Q_s$, $Q_v$ are the quantization levels of $S'$, $V'$; and $Q_s=3$, $Q_v=3$.

### 2.2 Dimensionality Reduction

For a large-scale image database, original feature data can be further simplified by projecting the data from higher dimensional space into lower space so that it can ensure the accuracy of retrieval and reduce the computational complexity of the following processing steps as well.

LFDA is an effective dimensionality reduction method, which can reduce the dimension of the feature vector space while ensuring the recognition degree of features. In this paper, LFDA is used to reduce dimensions of features.

The projection matrix $W_{ldia}$ consists of maximizing the local inter-class scatter matrix $V_{inter}$ and minimizing the local intra-class scatter matrix $V_{intra}$. $W_{ldia}$ can be calculated as Equation (3).

$$W_{ldia} = \arg \max_{W} \frac{L^TV_{inter}L}{L^TV_{intra}L}$$ (3)

where $L^T$ is the liner transformation matrix,

$$V_{inter} = \frac{1}{2} \sum_{i \neq j} \text{Inter}_{ij}(x_i - x_j)(x_i - x_j)^T$$ (4)

$$V_{intra} = \frac{1}{2} \sum_{i \neq j} \text{Intra}_{ij}(x_i - x_j)(x_i - x_j)^T$$ (5)

The optimized SIFT features are shown in Figure 2(b). Compared with those in Figure 2(a), the number of the optimized SIFT features have been reduced remarkably.

### 2.3 Construction of Image Index based on Visual Vocabulary Tree

Vocabulary tree is an efficient data organization structure for image retrieval. The construction process of a vocabulary tree is shown as Figure 3.

In practice, we adopt a hierarchical $K$-means
clustering scheme to construct the vocabulary trees using SIFT features and color histogram respectively. Each feature vector is compared with the $K$ clustering centre of each layer in a top-down manner to select the closest one until the nearest category is selected. For a vocabulary tree whose height is $L$, dot product operations in each layer only need $K$ times, so the total number of calculation is $KL$ times. Each leaf of the vocabulary tree is viewed as a visual word. The number of visual words can be calculated by Equation (11).

$$\sum_{i=1}^{L} K^i = \frac{K^{L+1} - K}{K - 1}$$ (11)

Figure 3: The process of constructing a vocabulary tree.

### 2.4 Similarity Measurement

The inverted index is used for large-scale image retrieval in this paper. We measure the similarity among images using the Term of Frequency-Inverse Document Frequency (TF-IDF).

In the vocabulary tree, each node $i$ is corresponding to a visual word $C_i$, the term frequency of query image and database images which pass the node $i$ are denoted as $q_i$ and $d_i$ respectively. The IDF can be computed as in Equation (12):

$$IDF = \log \frac{N}{N_i} = \alpha_i$$ (12)

where $N$ is the total number of images, $N_i$ is the number of images which pass the node $i$.

In this paper, $Q_i = q_i/\|q_i\|_2$ denotes feature vector of query images and $D_i = d_i/\|d_i\|_2$ denotes feature vector of images from database. The similarity between the query image and those from database can be measured by means of the $L_2$ norm as in Equation (13):

$$\text{Similar}(D, Q) = \left\| \frac{Q}{\|Q\|_2} - \frac{D}{\|D\|_2} \right\|_2 = \sum_i |Q_i - D_i|^2$$ (13)

$$= \sum_{i \not\in Q} |Q_i|^2 + \sum_{i \not\in D} |D_i|^2 + \sum_{i \in Q \cap D} |Q_i - D_i|^2$$

$$= 2 - 2 \sum_{i \not\in Q \cap D} Q_i \cdot D_i$$

By calculating the sum of products of image elements with corresponding dimension, and selecting specific ones according to similarity results, the proposed algorithm efficiently simplifies the traditional distance matching method, and thus leads to a significant improvement in retrieval speed.

In the similarity measurement, the dimension of SIFT features and color histogram are reduced and then used to construct two vocabulary trees respectively. According to Equation (14), the similarity of images is measured and ranked by comparing the index of the query image with those of the images stored in the database. The most similar top-$k$ images will be regarded as the research results:

$$\text{Similar} = \alpha \text{Sim}_{\text{SIFT}} + \beta \text{Sim}_{\text{HSV}}$$ (14)

where $\alpha$, $\beta$ are the weights of the vocabulary trees of SIFT features and color histogram respectively. By selecting the appropriate weights, it can facilitate the image retrieval performance to reach the optimal.

### 3 EXPERIMENTAL RESULTS

In order to demonstrate the effectiveness of the proposed large-scale image retrieval, we performed experiments based on an image database containing 22908 colour images that are chosen from Corel database, image-searching site Baidu, and photo-sharing site Flickr. These images are grouped in more than 50 categories, such as African people, flowers, airplane, architecture, etc.

Figure 4 shows the interface of our proposed large-scale image retrieval system. Initially, 128-dimensional SIFT features and 72-dimensional HSV color histogram features are extracted from the images. Then, LFDA is used respectively to reduce the dimension of the two features into 16. And the tuning factor $\alpha$ is set as 7, which will eliminate the irrelevant redundant information of the high dimensional features. Next, two vocabulary trees (branches $K=10$, height level=3) are constructed using hierarchical $K$-means clustering algorithm, which will generate 1110 visual words. The last step is similarity measurement. During this procedure, the weights of $\alpha$, $\beta$ are set as $\alpha=1.5$, $\beta=0.3$.

The performance of image retrieval often adopts precision and recall as the evaluation criteria. Precision reflects the accuracy of a retrieval algorithm, while recall reflects the comprehensiveness of the algorithm. The precision-recall curves of the proposed method are shown in Figure 5, where the vertical axis is precision ratio and the horizontal axis is recall ratio.
As shown in Figure 5, four curves with different colors are shown, representing the recall-precision ratio with traditional SIFT, Optimized SIFT, Optimized SIFT with HSV histogram and dimension reduced features using LFDA respectively. And Table 1 shows their precision ratio respectively.

From Table 1, it reveals that the performance by only using the optimized SIFT is an unsatisfactory result. However, the precision ratio of optimized SIFT is close to the traditional SIFT, which means the optimization not only maintains the performance of image retrieval, but also decreases the computational complexity of feature clustering through reducing the number of features effectively. Combining color histogram and optimized SIFT as joint image features, the precision ratio has increased obviously. Furthermore, the performance by using LFDA to reduce the dimension of feature is slightly lower than that of the one using features without dimensionality reduction.

Table 2 shows the comparison results of feature number and query index construction time of pre- and post-optimization, and similarity measurement time during the image retrieval. It can be seen that the proposed method significantly reduces the number of images features and improves the speed of query index construction.

Consequently, it can be concluded that the proposed method in this paper contributes a stark reduction of computational expense through decreasing the number of SIFT features, and projecting SIFT features and color histogram from high-dimensional space to low-dimensional space, which still enable a fast and accurate image retrieval for large-scale database.

4 CONCLUSIONS

In this paper, a large-scale image retrieval based on
vocabulary tree is proposed. The method manages to reduce the number of features by optimizing SIFT descriptors and combines color histogram and optimized SIFT in order to reduce the disadvantage that traditional SIFT did not consider color information. Moreover, LFDA is adopted to reduce dimension of features while the image retrieval performance is still achieved. Finally, fast, efficient and accurate large-scale image retrieval is realized by constructing image index based on visual vocabulary tree.
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