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Abstract: Adaptation of human-machine interaction devices by means of physiological data requires online analysis. We introduce new update formulas for otherwise time-demanding calculations of window based current mean and variance of the signal. Those were required for efficient real-time series data processing. We discuss the formulas with the help of synthetic data. They differ from existing incremental calculations due to a decremental component, because of samples leaving the window of observation. An example application for EMG-based movement onset prediction is presented.

1 INTRODUCTION

For the improvement of human-machine interaction (HMI), many approaches make use of physiological data, e.g., gaze, electroencephalogram (EEG) or electromyogram (EMG) (Zander et al., 2010; Kirchner et al., 2013). Any data recorded during interaction has to be analyzed online to allow an online adaptation and improvement of the interface itself, e.g., by self-correction based on error potential detection (Zander et al., 2010), of the control of a machine or robotic device (Folgheraiter et al., 2012), or of the working condition of the user, e.g., adaption to high workload (Kohlmorgen et al., 2007). Recent approaches make use of hybrid brain-computer interfaces (BCIs) (Plutscheller et al., 2010) which support the human by detecting changes in different physiological data streams in parallel and by this do improve reliability and speed of the interface. Taking into account the growing demands in analysis of several data streams in parallel and that HMIIs should even adapt before an interaction is carried out (Folgheraiter et al., 2012), the speed of data processing within the interface is critical. Further, for mobile support the analysis of physiological data must be enabled by means of mobile HMI devices (Wöhrle et al., 2013). Hence, new processing methods have to be applicable to small, low-cost processing devices with typically low memory resources. For these applications, specialized signal processing hardware like a Field Programmable Gate Array (FPGA) system is a reasonable choice. For future HMI support, it is therefore required to review and improve existing data analysis algorithms regarding their applicability for the analysis of multiple data streams on mobile devices. In this paper, a new update formula for means and variance calculation was developed, which meets the before explained requirements of mobile processing.

Typically, one of the first processing steps in online analysis of physiological data is to calculate the mean and variance. Both can be used in two ways: as features or for an online standardization. A standardization might be needed, e.g., for EEG processing, to compensate for conductivity changes at the electrodes between human body and sensors or to reduce noise and artifact influence. The moving variance can be used as a feature for movement detection in HMI using EMG. Furthermore, in (Tabie and Kirchner, 2013) it is described how the variance in combination with an adaptive threshold can also be used to predict upcoming movements based on EMG signal analysis. This can be used to improve the control of an exoskeleton, as described in (Kirchner et al., 2013), where prediction times of 95 ms (28 Standard Error) on average could be achieved. An important requirement for online estimations of variance and mean is to update these values with each incoming sample and give the current up-to-date estimate which reflects their changing nature.

Earlier work handled this challenge only partially as described in the following. An incremental ap-
proach is given in (Welford, 1962) where the change in the “sum of squares of the deviations of the values about their mean” (short: sum of squares, $S$) is calculated. In this approach, all recorded samples are used to estimate the mean and variance of the total signal. The expected changes over time, which we are interested in, are not monitored by this method. Thus, we added a decremental component to this approach, which enables the method to observe these changes. In (Chan et al., 1983) an algorithm for parallel computation of the sum of squares problem is given. This approach is very useful for fast offline calculations but requires extra memory and calculation resources on a mobile device. Formulas for an incremental approach are given as well and compared but no decremental approach is used. To allow forgetting of samples, it is suggested in (West, 1979) to use the weighted mean and variance. This approach would not be efficient enough because it requires two calculation steps.

To fulfill the requirements of mobile processing, we calculate the necessary formulas for mean and variance in Section 2. In Section 3 we give some empirical results showing the benefits of these new formulas. In Section 4 we present an experiment for EMG movement detection.

2 PROPOSED METHOD

In this section, the approach given in (Welford, 1962) is adapted to obtain the required relation for mean and variance. The mean $m_0$ and the variance $S_0$ are calculated with $n$ samples $x_0,...,x_{n-1}$, the updated $m_1$ and $S_1$ with $x_1,...,x_n$. $S_0$ and $S_1$ are used for the sum of squares before and after the update. They have to be finally divided by $n$ to get the variance. Thus, $x_n$ is the incrementally added sample and $x_0$ is the sample, which has to be forgotten in each calculation step.

There are two equivalent formulas for the mean:

\[ m_1 = m_0 + \frac{1}{n}(x_n - x_0) \] (1)
\[ m_{1/n} = m_{n-1} + (x_n - x_0) \]

To avoid rounding errors, induced by division, the sum of samples $mn$ should be used for calculations. If the real mean is needed, this value has to be divided by the constant $n$. Next, the update formula for the mean $1$ can be used to calculate the variance $S_1$:

\[ S_0 = \sum_{i=0}^{n-1} (x_i - m_0)^2 \] (2)
\[ S_1 = \sum_{i=1}^{n} (x_i - m_1)^2 = - (x_0 - m_1)^2 + (x_n - m_1)^2 + \sum_{i=0}^{n-1} (x_i - m_1)^2. \] (3)

The last part of equation (3) is separately transformed using the equations (1) and (2):

\[ \sum_{i=0}^{n-1} (x_i - m_1)^2 = \frac{1}{n} \sum_{i=0}^{n-1} x_i^2 - \frac{2}{n} \sum_{i=0}^{n-1} x_i m_1 + \frac{1}{n} \sum_{i=0}^{n-1} m_1^2 \] (4)
\[ S_0 = 2(x_n - x_0) \left( \frac{1}{n} \sum_{i=0}^{n-1} x_i - m_0 \right) \frac{1}{n} - \frac{1}{n} \sum_{i=0}^{n-1} (x_n - x_0)^2 \] (5)
\[ = S_0 - 2(x_n - x_0)(m_0 - m_0) + \frac{(x_n - x_0)^2}{n} \] (6)
\[ = S_0 + \frac{(x_n - x_0)^2}{n}. \] (7)

The result is now substituted into equation (3) and $m_1$ is replaced using equation (1):

\[ S_1 = S_0 + \frac{(x_n - x_0)^2}{n} - (x_0 - m_1)^2 + (x_n - m_1)^2 \] (8)
\[ = S_0 + \frac{(x_n - x_0)^2}{n} - (x_0^2 - 2m_1 x_0 + m_1^2) + (x_n^2 - 2m_1 x_n + m_1^2) \] (9)
\[ = S_0 + \frac{(x_n - x_0)^2}{n} + (x_n^2 - x_0^2) - 2m_1(x_n - x_0) \] (10)
\[ = S_0 + (x_n - x_0) \left( \frac{x_n - x_0}{n} + (x_n + x_0) - 2m_1 \right) \] (11)
\[ = S_0 + (x_n - x_0) \left( \frac{n+1}{n} x_n + \frac{n-1}{n} x_0 - 2m_1 \right) \] (12)
\[ = S_0 + (x_n - x_0) \left( \frac{n+1}{n} x_n + \frac{n-1}{n} x_0 - 2m_0 \right) \] (13)
\[ = S_0 + (x_n - x_0) \left( \frac{n-1}{n} x_n + \frac{n+1}{n} x_0 - 2m_0 \right). \] (14)
Finally the formula is multiplied with the constant $n$:
\[
nS_1 = nS_0 + (x_n - x_0) [(n-1)x_n + (n+1)x_0 - 2nm_0].
\]

(16)

For the calculation $nS_0$ and $nm_0$ as well as the last $n$ samples have to be stored. Storing these samples might be also required for other signal processing steps like baseline correction, normalization and artifact correction. If the used samples are integers, the update can be calculated accurately without any rounding errors. This is usually the case for EEG and EMG signal processing. For the calculation with floating point or fixed point numbers, the multiplication with $(x_n - x_0)$ might be problematic. To finally divide by $n$ or $n^2$ is not problematic, for two reasons: First of all, for EMG movement detection, we use the variance as a filter, hence, it does not matter if it is scaled by $n^2$ and second we fixed $n$ and therefore can calculate $\frac{1}{n}$ and $\frac{1}{n^2}$ beforehand with the required accuracy.

### 3 EMPIRICAL RESULTS

In this section, we compare the proposed method and the naive way of calculating the variance for a window of fixed size with $n$ samples. In the proposed formula, the complexity is $O(k)$ where $k$ is the size of the time series. Compared to $O(nk)$ for the naive way, here the complexity also depends on the window size since the variances have to be completely recalculated for each new sample.

In order to verify this and to point out the problem with the naive way, we performed tests on artificial data. The data, processed to the two algorithms, was a sinusoidal wave with a frequency of 5 Hz sampled with 5 kHz for 1 minute (300000 samples). With both approaches, the moving variance for each window using 8 different sizes (2, 10, 50, 100, 150, 200, 250, 300 samples) was calculated with 10 repetitions for each window size. The total execution time was measured. Results are shown in Table 1.

All calculations were performed on an Apple iMac with an Intel Core i5 CPU @2.7 GHz and 16 GB of RAM running Mac OS X 10.7.5. The implementation was performed in Python using version 2.6.8. The results show that for small window sizes up to 10 samples, the naive calculation of the variance outperforms the proposed method. With increasing window sizes, the computational time needed increases, too. For a size of 300 samples the time exceeds the length of the time series by 10.6 s making an online processing with this approach impossible. For the proposed method, the results show that its calculation time is independent of the window sizes.

### 4 MOVEMENT PREDICTION WITH EMG

In a previous study, we could show that EMG signals can be used to reliably predict voluntary movements of the right human arm. We recorded EMG data from the right arm of 8 healthy, right-handed and normal or corrected-to-normal vision male subjects of age 26.0 ± 3.3. For each subject 6 runs containing 40 movements each were recorded. We investigated two movements speeds, slow and fast, and therefore 3 sets each, were recorded for every subject. For further details on the experiments please refer to (Table and Kirchner, 2013). The variance was used as non linear filter for preprocessing the EMG signals. The preprocessed signals were passed to an adaptive threshold for the detection of movement onsets. The adaptive threshold is given as:

\[
T_n(t) = \mu_n + p\sigma_n,
\]

(17)

where $\mu$ and $\sigma$ are the mean and the standard deviation, for a window of $n$ samples ending at time point $t$, respectively, and $p$ is a sensitivity factor. The variance filter was calculated similar

\[
V_m(t) = \sigma_m^2,
\]

(18)

where $\sigma_m^2$ is the variance for a window of $m$ samples ending at time point $t$. The window sizes where optimized and resulted in values $n = 20000$ (adaptive threshold) and $m = 100$ (variance filter).

We analyzed the needed time for each run of this study for the here presented approach and the naive one. The results are shown in Table 2. The durations for each run varied in a range from 5.3 to 12.3 minutes. The needed computational times for our approach varied in range from 1.0 to 2.3 minutes and for the naive one from 404.8 to 944.3 minutes ($\approx 6.7$ to 15.7 hours). Thus, the naive approach is not capable of online EMG processing for movement prediction in contrast to our approach. The long durations for the naive approach can be explained by the large window size (20000 samples) for the standard deviation in the adaptive threshold.

The presented results were calculated on the basis of results explained in Section 3. From those results we derived a formula to calculate the computational time for each method based on the window size and the length of a set. Even though the standard deviation used in the adaptive threshold is not exactly the variance its calculation is basically the same since it is the square root of the variance. Therefore, it is feasible to determine the needed time by looking at the time of the variance calculation.
Table 1: Execution time of the two methods for different window sizes. Time is given in seconds.

<table>
<thead>
<tr>
<th>window size</th>
<th>2</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>150</th>
<th>200</th>
<th>250</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>time of our approach</td>
<td>5.5</td>
<td>5.5</td>
<td>5.6</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>5.6</td>
<td>5.6</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.03</td>
<td>0.02</td>
<td>0.1</td>
<td>0.08</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
<td>0.07</td>
</tr>
<tr>
<td>time of naive approach</td>
<td>3.1</td>
<td>4.9</td>
<td>14.3</td>
<td>25.1</td>
<td>36.6</td>
<td>47.4</td>
<td>59.2</td>
<td>70.6</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.03</td>
<td>0.03</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.9</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 2: Duration of sets (Run) recorded in (Tabie and Kirchner, 2013), and needed processing time with the presented approach (Our) and the naive approach (Naive) in minutes, respectively.

<table>
<thead>
<tr>
<th>Set</th>
<th>Subject</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 slow</td>
<td>Run</td>
<td>8.2</td>
<td>8.2</td>
<td>9.7</td>
<td>9.3</td>
<td>8.2</td>
<td>10.7</td>
<td>7.9</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1.5</td>
<td>1.5</td>
<td>1.8</td>
<td>1.7</td>
<td>1.5</td>
<td>2</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>629.1</td>
<td>631</td>
<td>745</td>
<td>711.2</td>
<td>632.2</td>
<td>823.3</td>
<td>608.5</td>
<td>627.6</td>
</tr>
<tr>
<td>2 slow</td>
<td>Run</td>
<td>7.7</td>
<td>7.4</td>
<td>9.5</td>
<td>8.5</td>
<td>8.2</td>
<td>9.1</td>
<td>8.1</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1.4</td>
<td>1.4</td>
<td>1.7</td>
<td>1.6</td>
<td>1.5</td>
<td>1.7</td>
<td>1.5</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>589.6</td>
<td>571</td>
<td>726.9</td>
<td>649.2</td>
<td>632.4</td>
<td>699.3</td>
<td>618.3</td>
<td>602.6</td>
</tr>
<tr>
<td>3 slow</td>
<td>Run</td>
<td>7.1</td>
<td>7.3</td>
<td>9.4</td>
<td>9.2</td>
<td>7.7</td>
<td>7.9</td>
<td>7.4</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1.3</td>
<td>1.3</td>
<td>1.7</td>
<td>1.7</td>
<td>1.4</td>
<td>1.5</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>544</td>
<td>558.7</td>
<td>720</td>
<td>703.8</td>
<td>591.2</td>
<td>609</td>
<td>569.5</td>
<td>589.6</td>
</tr>
<tr>
<td>1 fast</td>
<td>Run</td>
<td>6.4</td>
<td>5.6</td>
<td>6.2</td>
<td>5.9</td>
<td>5.4</td>
<td>6.9</td>
<td>8.7</td>
<td>5.4</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1.2</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.3</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>488.7</td>
<td>426.1</td>
<td>475.9</td>
<td>454.9</td>
<td>414.3</td>
<td>527.4</td>
<td>664.4</td>
<td>414</td>
</tr>
<tr>
<td>2 fast</td>
<td>Run</td>
<td>6.3</td>
<td>5.9</td>
<td>6.7</td>
<td>11.3</td>
<td>4.9</td>
<td>6.6</td>
<td>12.3</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1.2</td>
<td>1.1</td>
<td>1.2</td>
<td>2</td>
<td>0.9</td>
<td>1.2</td>
<td>2.3</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>481</td>
<td>448.9</td>
<td>515.1</td>
<td>865.2</td>
<td>373.8</td>
<td>506.8</td>
<td>944.3</td>
<td>505</td>
</tr>
<tr>
<td>3 fast</td>
<td>Run</td>
<td>5.3</td>
<td>5.6</td>
<td>6.7</td>
<td>8.2</td>
<td>5.3</td>
<td>6.5</td>
<td>11.1</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>Our</td>
<td>1</td>
<td>1</td>
<td>1.2</td>
<td>1.5</td>
<td>1</td>
<td>1.2</td>
<td>2.1</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td>410.1</td>
<td>428.8</td>
<td>511.9</td>
<td>627.7</td>
<td>404.8</td>
<td>500.9</td>
<td>852.8</td>
<td>455.9</td>
</tr>
</tbody>
</table>

5 CONCLUSIONS

In this paper, we motivated the necessity of moving mean and moving variance calculations for real-time muscle movement onset detection using EMG signals and for EEG data normalization. Formulas for an efficient calculation of mean and variance are derived in detail. The advantage of these new equations is shown in comparison with the naive approach. The resulting algorithm works in real-time and could be simply integrated into an FPGA to allow mobile adaptation of HMI systems by online analysis of physiological data. Furthermore, it was proven that the moving variance, when applied as a filter for EMG data, enables a very fast online movement detection. If there are other applications needing higher central moments (e.g., skewness), the same calculation scheme could be applied. This would result in update formulas with higher polynomial order.

ACKNOWLEDGEMENTS

This work was funded by the Federal Ministry of Economics and Technology (BMWi, grant no. 50 RA 1012 and 50 RA 1011).

REFERENCES


