Phase-frequency Domain Model of Costas Loop with Mixer Discriminator
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Abstract: Problem of rigorous mathematical analysis of classical Costas Loop for non-sinusoidal signals is considered. The analytical method for phase detector characteristics computation is proposed and new classes of phase detector characteristics are computed for the first time. Effective methods for nonlinear analysis of Costas Loop are discussed.

1 INTRODUCTION

The Costas loop is a classical phase-locked loop (PLL) based circuit for carrier recovery (Best, 2007; Costas, 1956; Djordjevic et al., 1998; Waters, 1982). Nowadays various modifications of Costas loop circuit are used in many communication devices, e.g. Global Positioning Systems (GPS) (Kaplan and Hegarty, 2006; Nowsheen et al., 2010; Hasegawa et al., 2001).

Although PLL-based circuits are essentially a nonlinear control systems, in modern engineering literature, devoted to the analysis of PLL-based circuits, the main direction is the use of simplified linear models, the methods of linear analysis, empirical rules, and numerical simulation (see a plenary lecture of D. Abramovich at American Control Conference 2002 (Abramovich, 2002)). While the linearization and analysis of linearized models of control systems may lead to incorrect conclusions, the attempts to justify the reliability of conclusions, based on the application of such simplified approaches, are quite rare (see, e.g., (Suarez and Quere, 2003; Margaris, 2004; Feely, 2007; Banerjee and Sarkar, 2008; Feely et al., 2012; Suarez et al., 2012)).

Feely, 2007; Banerjee and Sarkar, 2008; Feely et al., 2012; Suarez et al., 2012). Rigorous nonlinear analysis of PLL-based circuit models is often very difficult task, so for analysis of nonlinear PLL models, numerical simulation is widely used (Troedsson, 2009; Best, 2007; Bouaricha et al., 2012). However for high-frequency signals, complete numerical simulation of physical model of PLL-based circuit in signals/time space, described by nonlinear non-autonomous system of differential equations, is highly complicated (Abramovich, 2008a; Abramovich, 2008b) since it is necessary to simultaneously observe “very fast time scale of the input signals” and “slow time scale of signal’s phases”. Here a relatively small discretization step in numerical procedure does not allow one to consider transition processes for high-frequency signals in a reasonable time.

To overcome these difficulties, it is possible to construct mathematical model of PLL-based circuit in phase-frequency/time space, described by nonlinear dynamical system of differential equations. In this case only slow time scale of signal’s phases is investigated. That, in turn, requires (Leonov et al., 2012b) the computation of phase detector characteristic (a nonlinear element used to match reference and controllable signals), which depends on waveforms of considered signals (Kuznetsov et al., 2011c; Kuznetsov et al., 2011b; Kuznetsov et al., 2010a).

1see, e.g. counterexamples to filter hypothesis and to Aizerman’s and Kalman’s conjectures on absolute stability (Leonov and Kuznetsov, 2011; Leonov et al., 2011b; Kuznetsov et al., 2011a; Bragin et al., 2011; Leonov and Kuznetsov, 2013) and Perron effects of Lyapunov exponents sign inversions for time varying linearizations (Leonov and Kuznetsov, 2007) etc.
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behavior of considered physical model, requires rigorous justification (Leonov et al., 2011b; Leonov et al., 2012b).

All in all discovery of hidden oscillations in nonlinear dynamical models of PLL (Leonov and Kuznetsov, 2013) shows that for investigation of possible behavior of nonlinear systems, simple simulation is an unreliable tool and can lead to wrong conclusions. For numerical computation of possible limit solutions in a dynamic system, all initial conditions need to be evaluated, and in a non-autonomous systems with input, in addition, all possible inputs need to be considered. Here to get reliable results of simulations one need to verify analytically a condition of uniqueness of limit solution (i.e. convergent property of systems (van den Berg et al., 2006)) or to apply special analytical-numerical procedures, which allow to compute hidden oscillations (Leonov and Kuznetsov, 2011; Bragin et al., 2011; Leonov et al., 2011a; Leonov et al., 2012a).

In this paper effective approaches to rigorous nonlinear analysis of classical analog Costas loop are discussed. For computation of phase-detector characteristics, effective analytical method is demonstrated. For various non-sinusoidal waveforms of high-frequency signals, new classes of phase-detector characteristics are obtained, and dynamical model of Costas loop is constructed.

2 DESCRIPTION OF THE COSTAS LOOP IN THE SIGNAL SPACE

Consider the Costas loop with harmonic carrier (Fig. 1). Here input signal is Binary Phase Shift Keying (BPSK) signal, which is a product of transferred data \( m(t) = \pm 1 \) and harmonic carrier \( \sin(\omega t) \) with high frequency \( \omega \). Input signal is multiplied (block \( \otimes \)) with the output of voltage-controlled oscillator (VCO) in the upper branch (I branch)

\[
I = \frac{1}{2} (m(t) \cos(0) - m(t) \cos(2\omega t)).
\]

This signal after filtration of high frequency component \( \cos(2\omega t) \) allows to get demodulated data \( m(t) \). In the lower branch (Q branch) the phase of VCO signal is shifted by \( -\frac{\pi}{2} \)

\[
Q = \frac{1}{2} (m(t) \sin(0) - m(t) \sin(2\omega t)).
\]

This signal after filtration of high frequency component \( \sin(2\omega t) \) can be used to detect a lock state of the loop. Then both branches are multiplied together and next low-pass filter forms control signal for VCO in order to adjust its frequency to the frequency of the carrier.

Here to avoid these non-rigorous arguments, and to consider non-sinusoidal (see applications, e.g., in (Henning, 1981; Wang and Emura, 1998; Sutterlin and Downey, 1999; Wang and Emura, 2001; Chang and Chen, 2008; Sarkar and Sengupta, 2010)) mathematical properties of high-frequency oscillations will be considered.

3 COMPUTATION OF PHASE DETECTOR CHARACTERISTIC

Since two arm filters are used for data demodulation and can be applied apart from the loop (see e.g. (Kaplan and Hegarty, 2006)), for investigation of transient processes one can consider simplified block diagram of Costas loop in Fig. 2. Here signals \( f^{1,2} = \)

\[
f^{1,2}(\theta^{1,2}(t)) \text{ with } \theta^{1,2}(t) \text{ as phases are carrier and output of VCO. Suppose that the waveforms } f^{1}(\theta) \text{ of}
\]

\[
f^{1}(\theta^{1})(\theta^{1})\text{ and } f^{2}(\theta^{2})(\theta^{2})
\]

Figure 1: Costas loop: \( m(t) \) is a transferred data (±1); \( m(t) \sin(\omega t) \) is an input signal; \( \omega \) is a frequency of oscillators.

Figure 2: Multiplier and filter.
signals are bounded 2π-periodic piecewise differentiable functions (this is true for the most considered waveforms). Consider Fourier series representation of such functions:

\[ f^p(\theta) = \sum_{n=1}^{\infty} \left( a_n^p \cos(n\theta) + b_n^p \sin(n\theta) \right), \]

\[ a_n^p = \frac{1}{\pi} \int_{-\pi}^{\pi} f^p(\theta) \cos(n\theta) d\theta, \]

\[ b_n^p = \frac{1}{\pi} \int_{-\pi}^{\pi} f^p(\theta) \sin(n\theta) d\theta, \quad p = 1, 2. \]

Assume that relation between the input \( \xi(t) \) and the output \( \sigma(t) \) of Filter has the form:

\[ \sigma(t) = a_0(t) + \int_0^t \gamma(t - \tau) \xi(\tau) d\tau, \quad (3) \]

where \( \gamma(t) \) is an impulse response function of filter and \( a_0(t) \) is an exponentially damped function depending on the initial data of filter at moment \( t = 0 \). By assumption, \( \gamma(t) \) is a differentiable function with bounded derivative (this is true for the most considered linear filters (Theede, 2005)).

A high-frequency property of signals can be formulated in the following condition.

Frequencies \( \omega'(t) \) of signals can be defined (Leonov, 2008) as follows \( \Theta^{1,2}(t) = \omega^{1,2}(t) + \psi^{1,2} \). Consider a large fixed time interval \([0, T]\), which can be partitioned into small intervals of the form

\[ [\tau, \tau + \delta], \quad \tau \in [0, T], \]

where the following relations

\[ |\gamma(t) - \gamma(\tau)| \leq C\delta, \quad |\omega'(t) - \omega'(\tau)| \leq C\delta, \quad \forall t \in [\tau, \tau + \delta], \quad \forall \tau \in [0, T], \]

\[ |\omega^{1}(\tau) - \omega^{1}(\tau)| \leq C_1, \quad \forall \tau \in [0, T], \]

\[ \omega^{p}(t) \geq \omega_{\text{min}}, \quad \forall t \in [0, T], \quad p = 1, 2 \]

are satisfied.

Suppose that \( \delta \) is sufficiently small as compared with the fixed numbers \( T, C_1, C_1 \) and \( \omega_{\text{min}} \) is sufficiently large as compared with the number \( \delta : \omega_{\text{min}} = O(\delta^2) \).

The latter means that on small intervals \([\tau, \tau + \delta]\) the functions \( \gamma(t) \) and \( \omega^{1,2}(t) \) are “almost constant” and the functions \( f^{1,2}(t) \) are rapidly oscillating. Obviously, such a condition occurs for high-frequency oscillations.

Consider equivalent block diagram of Costas loop (Fig. 3) in phase-frequency space. Here \( \Theta^{1,2}(t) \) are phases of oscillations \( f^{1,2}(\Theta^{1,2}(t)) \), PD is a nonlinear block with the characteristic \( \phi(\theta) \) (being called a

\[ \phi(\theta) = \frac{G(\theta)}{\Theta^{1,2}(t) - \Theta^{1,2}(t)} \]

\[ \Theta^{1,2}(t) \rightarrow \text{PD} - \phi(\Theta^{1,2}(t)) \rightarrow \text{Filter} \rightarrow G(\theta). \]

Phase Detector or discriminator). The phases \( \Theta^{1,2}(t) \) are the inputs of PD block and the output is the function \( \phi(\Theta^{1,2}(t)) \). A shape of phase detector characteristic is based on a shape of input signals.

In the both diagrams (Figs. 2 and 3) the filters are the same with the same impulse transient function \( \gamma(t) \) and the same initial data. The filters outputs are the functions \( g(t) \) and \( G(t) \), respectively. By (3) one can obtain \( g(t) \) and \( G(t) \):

\[ \gamma(t) = \alpha_0(t) + \int_0^t \gamma(t - \tau) \xi(\tau) d\tau, \quad (4) \]

\[ G(t) = \alpha_0(t) + \int_0^t \gamma(t - \tau) \phi(\Theta^{1,2}(t) - \Theta^{1,2}(t)) d\tau, \quad (7) \]

Using the approaches outlined in (Leonov, 2008; Kuznetsov et al., 2010; Kuznetsov et al., 2011c; Kuznetsov et al., 2012), the following result can be proved.

**Theorem 1.** If conditions (4)–(6) are satisfied (high-frequency property) and

\[ \phi(\theta) = \frac{A_1^1 A_2^2}{4} + \frac{1}{2} \sum_{j=1}^{2a} \left( (A_1^1 A_2^2 + B_1^1 B_2^2) \cos(\theta) + (A_1^1 B_2^2 - B_1^1 A_2^2) \sin(\theta) \right), \]

where

\[ A_1^1 = \frac{a_0^1 a_0^1}{2} + \sum_{m=1}^{\infty} (a_m^1 a_m^1 + b_m^1 b_m^1), \]

\[ A_2^1 = \frac{a_0^2 a_0^2}{2} + \frac{1}{2} \sum_{m=1}^{\infty} (a_m^1 a_m^1 + a_m^1 b_m^1 + b_m^1 b_m^1), \]

\[ A_1^2 = \frac{a_0^2 a_0^2}{2} + \frac{1}{2} \sum_{m=1}^{\infty} (a_m^2 a_m^2 + b_m^2 b_m^2), \]

\[ A_2^2 = \frac{a_0^2 a_0^2}{2} + \frac{1}{2} \sum_{m=1}^{\infty} (a_m^2 a_m^2 + b_m^2 b_m^2), \]

\[ A_1^1 B_2^2 - B_1^1 A_2^2 \]

\[ A_2^1 B_2^2 - B_1^1 A_2^2 \]

\[ A_1^2 B_2^2 - B_1^2 A_2^2 \]

\[ (9) \]

The functions with a finite number of jump discontinuity points differentiable on their continuity intervals.
and
\[ a_k^2 = \begin{cases} a_k^2 - 1, & k = 4p, \\ a_k^2, & k = 4p + 1, \\ -a_k^2 - 1, & k = 4p + 2, \\ -a_k^2, & k = 4p + 3, \end{cases} \]
\[ b_k^2 = \begin{cases} b_k^2 - 1, & k = 4p, \\ b_k^2, & k = 4p + 1, \\ -b_k^2 - 1, & k = 4p + 2, \\ -b_k^2, & k = 4p + 3, \end{cases} \]
then for the same initial data of filter the following relation
\[ G(t) - g(t) = O(\delta), \quad \forall t \in [0, T] \]
is valid.

### 3.1 Proof of Theorem

Let \( t \in [0, T] \). Consider the difference
\[
g(t) - G(t) = \int_0^t \gamma(t-s) \left[ f^1(\theta^1(s))f^2(\theta^2(s))f^1(\theta^1(s))f^2(\theta^2(s)) - \phi(\theta^1(s) - \theta^2(s)) \right] ds.
\]
Denote by \( m \in \mathbb{N} \cup \{0\} \) a natural number such that \( t \in [m\delta, (m+1)\delta] \). Then
\[
m < \frac{T}{\delta} + 1.
\]
The function \( \gamma(t) \) is continuous and, therefore, it is bounded on \([0, T]\). In addition, \( f^1(\theta) \), \( f^2(\theta) \), \( \phi(\theta) \) are bounded on \( \mathbb{R} \). Then
\[
\int_{[m\delta,(m+1)\delta]} \gamma(t-s) f^1(\theta^1(s))f^2(\theta^2(s)) ds = O(\delta),
\]
\[
\int_{[m\delta,(m+1)\delta]} \gamma(t-s) \phi(\theta^1(s) - \theta^2(s)) ds = O(\delta).
\]
So (12) can be rewritten as
\[
g(t) - G(t) = \sum_{k=0}^{\lfloor t\delta, (k+1)\delta \rfloor} \int_0^t \gamma(t-s) \left[ f^1(\theta^1(s))f^2(\theta^2(s))f^1(\theta^1(s))f^2(\theta^2(s)) - \phi(\theta^1(s) - \theta^2(s)) \right] ds + O(\delta).
\]
Since (4), it follows that on any interval
\[
[k\delta, (k+1)\delta]
\]
one obtains
\[
\gamma(t-s) = \gamma(t-k\delta) + O(\delta), \quad t > s, s \in [k\delta, (k+1)\delta].
\]
Here \( s \in [k\delta, (k+1)\delta] \) and \( O(\delta) \) is independent on \( k \). Then by (15), (17) and the boundedness of \( f^1(\theta), f^2(\theta), \phi(\theta) \) one gets
\[
g(t) - G(t) = \sum_{k=0}^{\lfloor t\delta, (k+1)\delta \rfloor} \int_{[k\delta,(k+1)\delta]} f^1(\theta^1(s))f^2(\theta^2(s))f^1(\theta^1(s))f^2(\theta^2(s)) - \phi(\theta^1(s) - \theta^2(s)) ds + O(\delta).
\]
Denote
\[
\theta^k_+(s) = \theta^k(k\delta) + \theta^\phi(k\delta)(s, k\delta), \quad k = 1, 2.
\]
Now, by (5) with \( s \in [k\delta, (k+1)\delta] \)
\[
\theta^k(s) = \theta^k_+(s) + O(\delta).
\]
Since \( \phi(\theta) \) is bounded and continuous on \( \mathbb{R} \), one obtains
\[
\int_{[k\delta,(k+1)\delta]} \phi(\theta^1(s) - \theta^2(s)) - \phi(\theta^1(s) - \theta^2(s)) ds = O(\delta^2),
\]
The function \( f^1(\theta) \) is smooth while the function \( f^1(\theta) \) is piecewise differentiable and bounded. If \( f^1(\theta) \) is also continuous on \( \mathbb{R} \), then
\[
\int_{[k\delta,(k+1)\delta]} f^1(\theta^1(s))f^2(\theta^2(s))f^1(\theta^1(s)) ds =
\]
\[
= \int_{[k\delta,(k+1)\delta]} f^1(\theta^1(s))f^2(\theta^2(s))f^1(\theta^1(s)) ds + O(\delta^2).
\]
Considering sets (22) outside of sufficiently small neighbourhoods of discontinuity points and using (4)–(6), the proof of theorem is completed.■

### 3.2 Example

Consider triangular and sawtooth signals (Fig. 4)
Phase-frequency Domain Model of Costas Loop with Mixer Discriminator

\[ f^3(\theta) = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \cos ((2n-1)\theta) \]

\[ f^2(\theta) = -\frac{2}{\pi} \sum_{n=1}^{\infty} \frac{1}{n} \sin (n\theta). \]

Then by Theorem 1 one gets the following characteristics (Fig. 5)

\[ \varphi(\theta) = \frac{1}{\pi^2} + \frac{2}{\pi} \sin(2\theta) + \frac{2}{\pi^2} \sum_{l=1}^{\infty} \frac{1}{l} \cos(l2\theta), \quad l = 2p, \]

\[ + \frac{2}{\pi} \sum_{l=1}^{\infty} \frac{1}{l} \sin(l2\theta), \quad l = 2p + 1, \quad p \in \mathbb{N}. \]

4 COSTAS EQUATIONS IN PHASE-FREQUENCY SPACE

From Theorem 1 it follows that physical model of classical Costas loop in signals space (Fig. 1) can be asymptotically changed (for high-frequency generators) to mathematical model in phase-frequency space (Fig. 6).

Here PD is a phase detector with corresponding characteristics. Thus, on basis of asymptotic analysis of high-frequency oscillations, characteristics of phase detector can be computed.

The following remark is useful for derivation of differential equations of PLL.

Consider a quantity

\[ \Theta^p(t) = \omega^p(t) + \omega^p(t)t, \quad p = 1, 2. \]

For correctly designed PLL such that it possesses the property of global stability, there occurs exponential damping of \( \Theta^p(t) \):

\[ |\Theta^p(t)| \leq Ce^{-\alpha t}, \quad p = 1, 2. \]

Here \( C \) and \( \alpha \) are certain positive numbers independent of \( t \). Therefore, \( \Theta^p(t)/t \) is, as a rule, sufficiently small as compared with the number \( \omega_{min} \) (see conditions (5)–(6)). From the above one can conclude that the following approximate relation \( \Theta^p(t) \approx \omega^p(t) \) is valid. In deriving the differential equations of this PLL, it can be used a block diagram in Fig. 6 and the following relation

\[ \Theta^p(t) = \omega^p(t), \quad p = 1, 2. \] (23)

Note that usually the control law of tunable oscillators is considered linear:

\[ \Theta^2(t) = \omega^2(0) + LG(t). \] (24)

Here \( \omega^2 \) is a free-running frequency of tunable oscillator, \( L \) is a certain number, and \( G(t) \) is a control signal, which is a filter output (Fig. 3). Thus, the equation of Costas loop is as follows

\[ \Theta^1(t) = \omega^1(0) +
+ L \left( \alpha_0(t) + \int_0^1 \gamma(t - \tau) \varphi(\Theta^1(\tau) - \Theta^2(\tau)) d\tau \right). \] (25)

Assuming that the master oscillator is such that \( \Theta^1(t) \equiv \omega^1(0) \), one can obtain the following equation for Costas loop

\[ \left( \Theta^1(t) - \Theta^2(t) \right) +
+ L \left( \alpha_0(t) + \int_0^1 \gamma(t - \tau) \varphi(\Theta^1(\tau) - \Theta^2(\tau)) d\tau \right) =
= \omega^1(0) - \omega^2(0). \] (26)

This is an equation of classical PLL.

The above theoretical results is justified by simulation of Costas loop model in phase-frequency space and signal space (Fig. 7). Unlike the filter output for mathematical model in phase-frequency space, the output of filter for physical model in signals space contains additional high-frequency oscillations. These high-frequency oscillations interfere with qualitative analysis and efficient simulation of Costas loop.

The analysis of mathematical model of Costas loop is based on the theory of phase synchronization. This theory was developed in the second half of the last century on the basis of three applied theories: the theory of synchronous and induction electrical motors, the theory of auto-synchronization of unbalanced rotors, and the theory of phase-locked
loops. Modification of direct Lyapunov method with the construction of periodic Lyapunov-like functions, the method of positively invariant cone grids, and the method of nonlocal reduction turned out to be most effective (Leonov et al., 1996; Leonov, 2006; Leonov et al., 2009). The latter method, which combines the elements of direct Lyapunov method and bifurcation theory, allows one to extend the classical results of F. Tricomi (Tricomi, 1993) and his progenies (Kudrewicz and Wasowicz, 2007) to the multi-dimensional dynamical systems.

5 CONCLUSIONS

The approach, proposed in this paper, allows one to compute analytically phase-detector characteristics of costas loop in the case of non-sinusoidal signal waveforms and to proceed from analysis of classical Costas loop in space of signals to analysis and simulation in space of signals phases and, ultimately, to simulate effectively classical Costas loop circuits.
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