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Abstract: A number of new heuristic search methods have been employed in the development of planning systems over the last years. Enforced Hill Climbing (EHC) combined with a complete search strategy, such as Best First Search (BFS), is a method that has been frequently used in several AI planning systems. Although this method presents an enhanced performance when compared to alternative methods used in many of the other planning domains, it does all the same show some weaknesses. In this paper the authors propose to replace the use of EHC and BFS with LRTA*, which is a search algorithm guided by heuristics like EHC and is as complete as BFS. Moreover, the authors implemented some optimizations on LRTA*, such as a heap with a maximum capacity to store the states during the search, along with pruning of successors after state expansion. Experiments show significant improvements compared to the standard form of the FF planner, which is a representative planning system based on EHC and BFS.

1 INTRODUCTION

Planning is a field of Artificial Intelligence that tries to control complex systems autonomously. It has become very useful for solving practical problems such as design, logistics, games, space exploration, etc. Planning systems or planners aim to generate a sequence of actions, called a plan, required to reach a goal (a solution of a problem) from a given initial configuration of the problem.

Many planners use search techniques to select actions for building their plans such as the FF (Fast Forward) planner that combines the execution of two search algorithms: EHC (Enforced Hill Climbing) and BFS (Best First Search). After performing several experiments on problems of common planning domains using FF, it was possible to identify some situations that could hamper the performance of search algorithms. One situation happens when the search process goes into a local maximum and gets stuck at dead ends, which cause local search algorithms as EHC to fail. Another situation refers to the lack of memory space to store all the states generated by complete search algorithms like BFS.

This paper presents a planning algorithm based on a search algorithm known as LRTA* (Learning Real Time A*). In order to overcome the difficulties described above, we propose some modifications to the standard LRTA* algorithm. A priority queue is used to store generated states. States with high heuristic values are placed near to the root, so they can be easily removed in case there is no memory space left. Also we have introduced a policy for pruning successors rather than saving all of them after expanding a state. An advantage of LRTA*, is that it can easily escape from a local maximum, which is a problem for local search techniques. The planning algorithm was built upon JavaFF, a Java implementation of FF. Experiments show significant improvements compared to the standard form of the FF planner.

The remainder of the paper is organized as follows. Section 2 describes related work and motivation for our proposal. Definition and characteristics of the problem to be solved are provided in section 3. Background knowledge is described in Section 4. In section 5 we propose the HPS-LTRA* algorithm to improve the planning process. A description of the experiments and their results is provided in section 6. The conclusion is presented in section 7.

2 RELATED WORK

In the last decade there was a significant increase in the efficiency of planning systems. The FF planner is the evolution of these systems. FF incorporated techniques proposed by previous planners like HSP (Bonnet and Geffner, 1998) which brought along some further improvements.
Just as HSP, the FF planner (Hoffmann and Nebel, 2001) carries out a forward state space search, using a heuristic that estimates the goal distance by ignoring the delete list of all actions. It is a very common strategy used to relax the model and find a solution with lower cost and fewer restrictions. Unlike HSP that assumes subgoals to be independent, FF takes into account positive interactions that might happen among subgoals. Also, FF accepts the selection of more than one action at a time by building a graph of a relaxed plan, a technique based on the Graphplan system (Blum and Furst, 1995).

Another difference between FF and HSP is the introduction of a novel kind of local search strategy to avoid local maximum, employing a systematic search and HC (Hill Climbing) algorithm, called EHC (Enforced Hill Climbing). The EHC was developed to use the concept of helpful actions during the expansion of a state. The employment of helpful actions works like a filter to return a set with just promising successors of a state.

FF was the most successful automatic planner in the “2nd International Planning Competition”. Metric-FF a descendant of FF, was a top performer in STRIPS and simple numeric tracks of the next competition. Recent planners such as Conformant-FF, Contingent-FF, Probabilistic-FF, MACRO-FF, MARVIN, POND, JavaFF, DiFF and Ffha have employed strategies introduced by FF (Akramifar and Ghassem-Sani, 2010).

In the same line of FF, other recent planners combine several search techniques. For instance, FD (Fast Downward) (Helmert, 2006) computes plans by heuristic search in the state space reachable from the initial state. However, FD uses a very different heuristic evaluation function called the causal graph heuristic that does not ignore the delete list unlike HSP and FF. FD also uses some optimizations in search algorithms within its strategy, as described below:

- Greedy best-first search: a modified version of (Russell and Norvig, 2009) greedy best-first search, with a technique called deferred heuristic evaluation to mitigate the negative influence of wide branching. It also deals with preferred operators introduced by FD, similar to FF’s helpful actions.
- Multi-heuristic best-first search: a variation of greedy best-first search which evaluates search states using multiple heuristic estimators, maintaining separate open lists for each, and supporting the use of preferred operators too.
- Focused iterative-broadening search: a new simple search algorithm that does not use heuristic estimators, and instead reduces the vast set of search possibilities by focusing on a limited operator set derived from the causal graph.

The LAMA planner (Richter and Westphal, 2010) follows the same idea offered by the other systems cited above, that being the heuristic forward search. It presented the best performance among all planners in the sequential satisficing track of the “International Planning Competition 2008”. LAMA uses a variant of the FF heuristic and heuristic estimates derived from landmarks, propositional formulas that must be true in every solution of a planning task. Two algorithms for heuristic search are implemented in LAMA: a greedy best-first search, aimed at finding a solution as quickly as possible; and a Weighted $A^*$ search that allows balancing speed against solution quality. Both algorithms are variations of the standard methods, using open and closed lists.

The improvement made to planning systems is not only due to the advance of heuristic functions, but also to the creation and modification of search algorithms.

In (Akramifar and Ghassem-Sani, 2010), a new form of enforced hill climbing, called GEHC (Guided Enforced Hill Climbing) was proposed to avoid dead ends during the search by adapting an ordering function to expands the successors. It is faster and examines fewer states than EHC, even though in some domains its plan quality was slightly inferior.

An approach of action planning based on SA (Simulated Annealing) is described at (Rames Basilio Junior and Lopes, 2012), which shows significant results compared to algorithms based on enforced hill climbing. One of the difficulties is to choose the values of the parameters used in SA.

(Xie et al., 2012) presents a method that use a greedy best-first search driven by a combination of random walks and direct state evaluation, which balances between exploration and exploitation. This technique was implemented in the Arvand planner of IPC-2011, which improved coverage and quality of its standard form. The algorithm scales better than other planners especially in domains in which many paths are generated between the initial state and the goal. However, it does not have a good performance in problems that require exhaustive search of large regions of the state space.

A variation of a best-first search algorithm is introduced by (Stern et al., 2011), called PTS (Potential search), which is designed to solve a cost-bound search problem. It orders the states in the open list according to their potential that is generated by the relation between a given heuristic and the optimal solution cost. This algorithm showed good results in relation to others that have a similar purpose, such as those algorithms based on Weighted $A^*$. But until the
desired solution is found, a state that has a slightly higher potential but is farther from the goal is preferable to a state that is very close to the goal.

In most of these works even with some modifications, the algorithms are not capable of finding the solution for all problems by using only one search technique. In general, it is necessary to use a combination of search techniques. When the main techniques fail in achieving a solution, the planners make use of a complete search to reach the goal in order to guarantee completeness. As a result, much time and effort are wasted in a preliminary phase of those planning algorithms.

3 CHARACTERIZATION OF THE PROBLEM

A planning problem is defined by a tuple of three elements \((A, I, G)\), where \(A\) is a set of actions, \(I\) refers to the initial state, and \(G\) corresponds to a goal to be achieved. Let \(\mathcal{P}\) be the set of all propositions that represent facts in the world. The current state, or world, is assigned to \(w\) and represents the subset of satisfied propositions in \(\mathcal{P}\) so that \(w \subseteq \mathcal{P}\) in the world. In STRIPS (Fikes and Nilsson, 1971), an action is represented by a triple \((\text{pre}(a), \text{add}(a), \text{del}(a))\) whose elements belong to the set of propositions \(\mathcal{P}\) and corresponds respectively to its preconditions and effects - this last through the add and delete lists. Action \(a\) is applicable in \(w\) if \(w \supseteq \text{pre}(a)\) holds. To apply \(a\) in \(w\), replace \(w\) with \(w' = w - \text{del}(a) + \text{add}(a)\). It is assumed that \(\text{del}(a) \cap \text{add}(a) = \emptyset\). A planner should be capable of finding a sequence of actions that change \(I\) into a state that satisfies \(G\).

Our work was developed based on the FF planner, more specifically on JavaFF. JavaFF (Coles et al., 2008b) is a planner and also a planning framework. It is implemented in Java, based on the source code of CRIKEY (Coles et al., 2008a), which contains the basic structure of FF planner. JavaFF is not a full reconstruction of FF planner, but it preserves the essence of FF. It has several features necessary in a planner:

- functions and planning heuristics based on FF planner;
- parser functions for domains and problems described in PDDL (Planning Domain Definition Language) (Fox and Long, 2003);
- implementation of EHC and BFS, which together form the basis of FF planner;
- examples of domains and planning problems in PDDL format.

After performing several tests in domains of planning problems offered by JavaFF by using the default combination of EHC and BFS, it was possible to identify some general situations that could hamper the performance of any search algorithm, such as:

- planning problems with many states that generate the same successors, demanding a large memory space;
- states generating many successors, which also require too much memory space;
- states that generate themselves as successor. If the planner does not treat repeated states the search might go into a loop. Therefore, it is necessary that these states be removed;
- states where the heuristic evaluation demands a lot of time, usually because they are very far from the goal. So, if these heuristics need to be re-calculated every time that a state reappears in the search, the process tends to be very slow;
- situations in which the search process goes into a local maximum and gets stuck at dead ends, making local search algorithms like EHC fail. In this case, the strategy of FF and JavaFF is to invoke a complete algorithm, called BFS, to solve the task from scratch, thus losing all the previous processing data, which expends more time and memory.

EHC and BFS can be affected by the difficulties described above. In this work we propose to replace the use of EHC and BFS with LRTA*, which is a search algorithm guided by heuristics like EHC and is as complete as BFS. Moreover, we made some optimizations on LRTA*, such as a heap with capacity to store the states during the search, along with the pruning of some successors after the expansion of a state.

4 BACKGROUND

A search tries to determine a sequence of steps to reach the goal from the initial state of a problem. Search process can be compared with the process of building a search tree whose root is the initial state. The leaf nodes correspond to states waiting to be expanded or states that possess an empty set of successors. For each step, the search algorithm chooses a leaf node to expand until it reaches the goal. Search algorithms generate multiple choices of paths, where the decision of what path to follow is defined by the search strategy.

Some algorithms use uninformed search strategies, also called blind search, where there is no information about the distance between the current state
and the goal. The most popular uninformed search algorithms are: breadth-first search, uniform-cost search, depth-first search, depth-limited search, iterative deepening depth-first search and bidirectional search.

Informed search strategy, or heuristic search, uses specific knowledge of the problem to choose the next state to be expanded. This knowledge can be represented by a heuristic function that estimates the cost of the current state to the goal. This estimate indicates how promising the state is in terms of achieving the objective. Under this approach, there are two types of algorithms: off-line and on-line (Furcy, 2004). In off-line algorithms, the deliberative phase, or planning phase, is carried out completely before the execution phase. Therefore, it needs all the time and space necessary to find a solution, and then move onto the execution. On the other hand, on-line algorithms, known as real time search algorithms, alternate the deliberative phase and execution during the search process. They have constraints related to time and information, i.e., they do not have enough information about the search space, and after some time they need to return a solution. In general, on-line algorithms can find solutions faster than off-line algorithms.

A* is an off-line algorithm which combines uniform-cost search with heuristic search, using the following evaluation function to determine how good a state is: \( f(n) = g(n) + h(n) \), where \( g(n) \) is the amount spent until reaching the state \( n \) and \( h(n) \) is the estimated cost to reach the goal from \( n \). This algorithm had been described firstly by (Hart et al., 1968) and became known as A*. When used with an admissible heuristic, it reaches the optimal solution, and is known as A*. However, it is impractical on a large scale because it keeps in memory all possible paths during the search process.

LRTA* (Learning Real Time A*) (Korf, 1990) could be seen as an on-line version of A*. During the search for a solution, it updates the heuristic values of the states, forcing it to “learn” whether a path is good or not. When the solution coming from the search is executed, more information is obtained from the environment. In this way, better paths can be obtained later. A basic description of the LRTA* follows. It begins in the initial state \( s_{initial} \) and then transfers to the next step where it moves to the most promising successor according to its evaluation function. The search ends when the goal \( s_{goal} \) is found. At each iteration, the algorithm updates the estimative of the distance between the current state \( s_{current} \) and the goal, giving more information about the environment to help the search process.

### Algorithm 1: LRTA*(\(s_{initial}:s_{goal}\)).

1. \( s_{current} \leftarrow s_{initial} \)
2. loop
3. \( s' \leftarrow \text{arg min}_{s' \in succ(s_{current})} \{c(s_{current}, s') + h(s')\} \)
4. if \( s_{current} = s_{goal} \) then
5. \( h(s_{current}) \leftarrow h_{0}(s_{current}) \)
6. else
7. \( h(s_{current}) \leftarrow \max(h(s_{current}), \min_{s' \in succ(s_{current})}(c(s_{current}, s') + h(s'))) \)
8. end if
9. if \( s_{current} = s_{goal} \) then
10. return \text{success} \)
11. end if
12. \( s_{current} \leftarrow s' \)
13. end loop

As shown in Algorithm 1, its execution can be described in the following manner: a \( h \) value is associated to each state. The \( h_{0}(s) \) corresponds to the initial value of \( h \) for a state \( s \). First, the initial state \( s_{initial} \) is defined as current state \( s_{current} \). LRTA* selects a successor to be the new current state; it is made by evaluating the minimum sum \( c(s_{current}, s') + h(s') \) of all adjacent states of \( s_{current} \), where ties are broken at random (line 3). Then, the heuristic value of the current state \( h(s_{current}) \) is updated (line 4-8). After that, it moves to the selected successor (line 12) and a new iteration starts. This process is repeated until the goal is reached.

### 5 HPS-LRTA*

LRTA* is guided by a heuristic evaluation in the same way as EHC and is as complete as BFS. In this section we present the algorithm HPS-LRTA* (Heap&PruningSuccessors-LRTA*), an adaptation of LRTA*, for generating plans more efficiently and reducing execution time. HPS-LRTA* also allows for the balancing and storage of states in memory, which handles the lack of space during the search. Details concerning these improvements are described below.

- states generated by the algorithm will be stored in a heap that work as a priority queue, which is ordered by heuristic values at each state. Thus, states with higher values will be closer to the root facilitating their removal if there is not enough memory. The chance of using states with higher values will be closer to the root if there is not enough memory.
- keeping the states with some structure prevents the reevaluation of its heuristic value every time it reappears in the search. In cases where the goal is far away, this calculation is very slow. Furthermore, storing states ensures that when a heuristic
The algorithm starts by initializing the heap \( Q \) (line 1). The \( s_{\text{current}} \) variable (current state) is instantiated to the initial state (line 2) and added to the heap (line 3). Next, the main loop starts. Firstly, a balance of the heap is made if necessary. It consists of removing its root repeatedly until its capacity becomes less than \( c \) (maximum capacity of the heap). This is necessary for allowing enough memory space during the search (lines 5-7). A test is carried out, which verifies if \( s_{\text{current}} \) reaches the specified goal. When the goal is achieved, the algorithm stops the execution and returns success (lines 8-10).

In the next step the expansion phase begins. It starts by evaluating the minimum sum \( c(s_{\text{current}}, s') + h(s') \) for all successors. These successors make \( s_{\text{current}} \) their parent, and a set \( S \) keeps all successors that have the lowest \( h \) value in this expansion. If a successor state is exactly the same of \( s_{\text{current}} \) it will be pruned (line 11). From all the successors at \( S \), one of them is chosen randomly (line 12). The heuristic value \( h(s_{\text{current}}) \) of the current state \( s_{\text{current}} \) is updated with the lowest evaluation of its successors (line 13). With this new value, the state must be updated in the \( Q \). This updating might take this state close to the root if its heuristic gets worse (line 14). The selected successor is added to the heap if it is not already there (lines 15-17). The same happens with a percentage of the successors in the set \( S \), and the rest are pruned to save space (lines 18-22). The rate of pruning is given by parameter \( r \). Finally, the move to the selected successor is made (line 23), and the algorithm realizes another iteration.

### 6 EXPERIMENTS AND RESULTS

As already mentioned above, our planning system was built upon JavaFF, a Java implementation of FF. Essentially, the calls of EHC and BFS were replaced...
by a call to HPS-LRTA*. In order to make a comparative analysis between FF and the proposed planner, both approaches solved planning problems from the following domains:

- **driverlog**: warehouse management domain, from where trucks transport crates and then the crates must be stacked on pallets at their destinations;
- **depots**: this domain involves driving trucks, which deliver packages between locations. The complication is that the trucks require drivers who must walk between trucks in order to drive them. The paths for walking and the roads for driving form different maps on the locations;
- **pipesworld**: pipeline domains, where pipes are used to connect areas.

Usually, each domain has 20 associated problem instances of increasing size, measured in terms of the numbers of constants and related goals in each instance (Long and Fox, 2006). In our tests, the driverlog domain has 20 problems where 01-08 are simple problems, 09-13 add more location and 14-20 apply more resources. Depots contains 22 problems which 01-06 are small problems, 07-09 increase the number of surfaces, 10-12 augment the locations, 13-15 have more surfaces and locations, 16-18 add more general resources such as trucks and hoists, and 19-22 increase the problem scale. Pipesworld is a complex domain that contains 50 problems, where even the first 10 problems are very hard to solve.

Software and hardware configurations include operating system Linux OpenSuse 12.1, processor Intel Centrino (dual core of 1.4GHz each one), 1.9GiB of memory and hard disk SATA-82801 of 160GB.

The experiments were carried out by running JavaFF which combines EHC and BFS, and the algorithm proposed in this paper, HPS-LRTA*. For each one of these approaches, fifty executions were realized for each problem of the domains mentioned above. In order to allow comparative analysis, we chose only those problems that finished their execution in at most 30 minutes in both approaches.

**Figure 1** depicts the average runtime for the problems solved by both approaches.

**Table 1** shows the rate of failed executions due to lack of memory space and their average runtime.

![Figure 1: Average time to successful executions.](image)

![Table 1: Rate of failed executions and average time.](image)
that keeps all the states in memory, which might cause lack of memory space if the search runs for a long time.

7 CONCLUSIONS

When concerning simple problems where the initial state is closer to the goal and few states are generated, the heuristic proposed by the FF is a useful guide for search algorithms. Therefore, an agile algorithm such as EHC can solve problems faster.

However, for more difficult problems in which many states should be generated and many actions are required to produce the goal, EHC is inclined to fail by getting stuck at dead ends. In this case the EHC execution stops and all the time spent and processing realized thus far is lost. When this happens, FF starts a new search from the scratch by using BFS, which is characterized by a low response time. Also, BFS needs more space to store the states, which cause it fail sometimes. In these situations, the algorithm HPS-LRTA* is more efficient, due to the fact that it can escape from a local maximum, avoiding dead ends, and it also balances the memory space. An improvement that could be put into practice is to use the concept of helpful actions in the algorithm, as it is the case with EHC. Helpful actions filter the most promising states before the expansion phase, which accelerates the search process. Also, the authors are planning to change HPS-LRTA* with respect to the expansion state. The idea is to generate successors until one that is better evaluated than the current state, is found. In doing this we believe that HPS-LRTA* can solve small problems as fast as EHC.
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