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Abstract: Flow shop scheduling minimizing total flow time is a famous combinatorial optimization problem. Many algorithms have been proposed to solve it. Among them, iterated local search (ILS) is a simple, efficient and effective one. However, in existing ILS, one basic insertion neighborhood is generally used, greatly limiting the search space. In this work, an enhanced iterated local search (EILS) is proposed, using a hybrid of insertion and swap neighborhoods. The perturbation method also plays an important role in ILS. Two perturbation methods, the insertion method and a destruction and construction heuristic are tested in this paper. Both perform significantly better in comparison to three state of the art algorithms, indicating that the hybrid use of insertion and swap neighborhoods is effective for the discussed problem. However, there is no significant difference between the destruction and construction and the insertion perturbation methods.

1 INTRODUCTION

As a simple but efficient and effective metaheuristic, iterated local search (ILS) has attracted a great deal of attention (Lourenço et al., 2010). The framework of ILS is quite simple, with the pseudo code listed in Figure 1, where \( s^* \) denotes the best solution found so far. There are several key components in the ILS algorithm: the method generating the initial solution in step 1, the local search procedure in step 2, the acceptance criterion in step 3 and the method to perturb solution \( s \) in step 4.

1. Generate an initial solution \( s \); let \( s' = s \), \( s^* = s \);
2. Generate \( s'' = \text{LocalSearch}(s') \); update \( s^* \) if better solution is found in the process;
3. Let \( s = \text{Accept}(s, s') \);
4. If the termination criterion is not satisfied, then generate \( s' = \text{Perturb}(s) \) and go to step 2; otherwise, output \( s^* \).

Figure 1: Pseudo code of an ILS framework.

The ILS algorithm has been applied to a variety of combinatorial optimization problems, including the permutation flow shop scheduling problem (PFSP). In the PFSP, there are \( n \) jobs requiring \( m \) operations to be performed on \( m \) machines in the same sequence, i.e., no pre-emption is allowed. All of the jobs are available for processing when the problem begins, the \( i \)th operation needs to be processed on the \( i \)th machine, each machine can serve at most one job at any time, and an operation can be processed only if the previous operation is completed and the requested machine is available. In literature, the solution of the PFSP is usually presented as a permutation of the jobs.

In practice, local search has been most frequently implemented as part of a more complex metaheuristic. The metaheuristics for solving the PFSP minimizing total flow time include the M-MMAS and PACO (Rajendran and Ziegler, 2004), the ACO1 and ACO2 (Rajendran and Ziegler, 2005), the differential evolution algorithm and iterated greedy algorithm (Pan et al., 2008), genetic algorithms (Tseng and Lin, 2009; Tseng and Lin, 2010; Zhang et al., 2009) and the artificial bee colony algorithm (Tasgetiren et al., 2011). Local search algorithms are also used independently and iteratively. For example, Dong et al. (Dong et al., 2009) propose an ILS algorithm to solve the PFSP minimizing total flow time, showing improvement over three constructive heuristics and four metaheuristics. More recently, Dong et al.
Presented the multi-restart ILS (MRSILS), improving the ILS by restarting the local search from a group of elite solutions. Their experiments show that the MRSILS is better than or comparable to five state of the art metaheuristics, as well as the ILS presented in (Dong et al., 2009). Finally, four independent local search methods are developed by Pan and Ruiz (Pan and Ruiz, 2012) and shown to be quite effective.

However, a defect in many current state of the art algorithms is a relatively limited search space. Quite often, only one neighborhood structure is used for local search, e.g., only an insertion neighborhood structure is used in the ILS algorithms by Dong et al. (Dong et al., 2009; Dong et al., 2013) and the algorithms by Pan and Ruiz (Pan and Ruiz, 2012). Using more than one neighborhood structure, as with variable neighborhood search (VNS), is an effective way to expand the search space. However, too many neighborhood structures can lead to a significant increase in computation time. Finding an appropriate balance between search space and computation time is vital.

In this work, an enhanced ILS (EILS) framework is proposed that uses both insertion and swap neighborhoods sequentially during the local search. The use of just one additional neighborhood structure opens up the search space considerably while limiting the increase in computational time. In order to further expand the search space, the EILS applies two perturbation methods, a simple insertion perturbation method and a destruction and construction heuristic. The insertion perturbation method is drawn from Dong et al. (Dong et al., 2013), and the destruction and construction heuristic is derived from an iterated greedy algorithm (Ruiz and Stützle, 2007), which has been successfully used by Pan and Ruiz (Pan and Ruiz, 2012).

The proposed EILS is evaluated on Taillard’s set of benchmark problem instances (Taillard, 1993), and compared with the MRSILS developed by Dong et al. (Dong et al., 2013) and the ILS and IGA developed by Pan and Ruiz (Pan and Ruiz, 2012). These two algorithms have outperformed other algorithms on numerous data instances and they have established the current benchmark for comparison. While a great deal of research now focuses on more intricate and sophisticated metaheuristics, this work shows that a deeper analysis of the core problem through the utilization of a simple heuristic such as ILS has considerable potential to improve established methodologies.

The remainder of this paper is organized as follows. In Section 2, the formulation of the PFSP with total flow time criterion is presented. In Section 3, the EILS is described in detail. The computational results are illustrated and analyzed in Section 4, and the paper is concluded in Section 5.

2 PROBLEM FORMULATION

In this paper, the PFSP is discussed with the objective of minimizing total flow time. This problem is an important and well-known combinatorial optimization problem, first gaining attention through Johnson’s pioneering work (Johnson, 1954). Many researchers focus their attention on this problem as it is considered more relevant to today’s dynamic production environment (Liu and Reeves, 2001), as it tends to stabilize the use of resources and minimize the work-in-process inventory (Tseng and Lin, 2009).

In the PFSP, a set of jobs \[ J = \{1, 2, \ldots, n\} \] available at time zero must be processed on \( m \) machines, where \( n \geq 1 \) and \( m \geq 1 \). Each job has \( m \) operations, each of which has an uninterrupted processing time. The processing time of the \( i \)-th operation of job \( j \) is denoted by \( p_{ij} \), where \( p_{ij} \geq 0 \). The \( i \)-th operation of a job is processed on the \( i \)-th machine. An operation of a job is processed only if the previous operation of the job is completed and the requested machine is available. Each machine processes these jobs in the same order and at most one operation of each job can be processed at a time. This problem is usually denoted by \( F_{\text{mu}}[\text{prmu}] \sum C_j \) (Pinedo, 2001), where \( F_{\text{mu}} \) describes the environment, \( \text{prmu} \) is the set of constraints and \( C_j \) denotes the completion time of job \( j \). Let \( \pi \) denote a permutation on the set \( J \), representing a job processing order. Let \( \pi(k), \ k = 1, \ldots, n \), denote the \( k \)-th job in \( \pi \), then the completion time of job \( \pi(k) \) on each machine \( i \) can be computed through a set of recursive equations:

\[
C_{i, \pi(1)} = \sum_{r=1}^{i} p_{r, \pi(1)} \quad i = 1, \ldots, m \tag{1}
\]

\[
C_{1, \pi(k)} = \sum_{r=1}^{k} p_{1, \pi(r)} \quad k = 1, \ldots, n \tag{2}
\]

\[
C_{i, \pi(k)} = \max\{C_{i-1, \pi(k)}, C_{i, \pi(k-1)}\} + p_{i, \pi(k)} \quad i = 2, \ldots, m; k = 2, \ldots, n \tag{3}
\]

Then \( C_{\pi(k)} = C_{m, \pi(k)}, \ k = 1, \ldots, n \). The total flow time is \( \sum C_{\pi(k)} \), or the sum of completion times on machine \( m \) for all jobs. The objective of the PFSP when minimizing total flow time is to minimize \( \sum C_{\pi(k)} \), or \( C_{\pi} \) for short. This problem is NP-complete even with only two machines (Garey et al., 1976).
3 ENHANCED ITERATED LOCAL SEARCH

As aforementioned, there are four key components in an ILS algorithm. In this section, three key components, initial method, local search procedure and perturbation method, are discussed and the framework of the EILS is illustrated.

3.1 Initialization Method

In literature, a good heuristic is often used as the initialization method. The H(x) heuristics by Liu and Reeves (Liu and Reeves, 2001), which rank jobs according to the ascending order of a defined index function reflecting weighted total machine idle time and artificial flowtime, are highly effective for this purpose. H(x) heuristics are used to generate initial solutions for several state of the art metaheuristics, such as the four-local-search-based algorithms by Pan and Ruiz (Pan and Ruiz, 2012). Dong et al. (Dong et al., 2009) used the H(2) method to generate an initial solution in negligible time, allowing for the ILS algorithm to perform very well. H(2) is also used in the MRSILS algorithm (Dong et al., 2013). In this work, the H(2) heuristic is used to generate initial solutions.

3.2 Local Search Procedure

An efficient local search procedure is very important to the success of ILS as it mainly determines the solution space that may be explored. Driving the search to a promising area is vital to an ILS algorithm, such as with the MRSILS, which is successful because it extends the search space by generating new start solutions from a set of elite solutions. However, the search space can also be extended through the use of a local search based on a variety of neighborhood structures.

In this work, two commonly used local search methods are jointly applied, insertion and swap. The neighborhood of an insertion local search is all solutions that may be found by moving a job and inserting it elsewhere. This is described in Figure 2, where $\pi^*$ denotes the best solution found so far, $flag = true$ indicates that $\pi^*$ is improved during the search, $idx$ denotes the index of the inserting job in $\pi_{seq}$, and each of these is a global variable. In this local search, each of the $n$ jobs is inserted into each of the other $n-1$ positions and the current solution is updated when a better neighbor is found. The job that is being inserted is denoted by $\pi_{seq}(idx + 1)$. When the search is trapped in a local optimum, such that $cnt = n$ in line 3, it is stopped and the current solution $\pi$ is returned. The search sequence is determined by $\pi_{seq}$, which equals the start solution $\pi$ at the beginning, and then updated when the $\pi^*$ is improved (line 11). This search sequence scheme is derived from the idea of the referenced index search method (Rajendran and Ziegler, 1997).

![Figure 2: Pseudo code of the insertion local search.](image-url)

The neighborhood of a swap local search is those solutions that may be found by swapping the position of two jobs in the sequence. This is illustrated in Figure 3, where the $\pi^*$, $flag$ and $idx$ have the same meaning as in the insertion local search. The job being swapped is denoted by $\pi_{seq}(idx + 1)$. This neighborhood search swaps each job with earlier jobs in the current solution, and the current solution is updated when a better neighbor is found. When the search is trapped in a local optimum, such that $cnt = n$ in line 4, it is stopped and the current solution $\pi$ is returned. The search sequence is also determined by $\pi_{seq}$, which equals the start solution $\pi$ throughout the procedure. In this search, $idx$ always starts from zero.

There are $(n-1)^2$ neighbors in an insertion neighborhood, while $n \times (n-1)/2$ neighbors in a swap neighborhood, given that swapping job $a$ with $b$ is the same as swapping $b$ with $a$. Since the computational complexity to evaluate one solution is $O(nm)$, the computational complexity for evaluating all the neighbors with both local search methods is at least $O(n^2m)$.
3.3 Perturbation Method

When the local search procedure is trapped in a local optimum, a new start solution is generated in order to continue the local search. The new start solution is often generated by perturbing an elite solution, such that the perturbation method plays an important role in the success of an ILS algorithm. Insertion and swap perturbation are two commonly used methods. In literature, several researchers have reported that the former performs better than the latter (Tasgetiren et al., 2011; Dong et al., 2013) and this paper focuses on insertion perturbation. The insertion perturbation is described in Figure 4, where idx is a global variable, denoting the start index of the job to be inserted in the next iteration of local search. After perturbation, idx is set according to the insertion position.

The variable idx is used to avoid cycling, particularly when the new start solution is generated through insertion perturbation. For example, suppose an elite solution π* = (1, 2, 3, 4, 5) is selected for perturbation to create a new start solution π = (4, 1, 2, 3, 5). If job 4 is the first repositioned job, then it will be reinserted to position 4 as π* is a local optimum. In order to avoid cycling, the job that was moved to generate the new start solution should be the last one selected in the following local search.

Another perturbation method comes from the iterated greedy (IG) algorithm, which is introduced by Ruiz and Stützle (Ruiz and Stützle, 2007) to solve the PFSP minimizing makespan. The IG algorithm runs iteratively over a destruction and construction procedure. In the destruction stage, several jobs are removed randomly from a solution to form a partial solution, after which the jobs are reinserted sequentially in a greedy way to reconstruct a full solution. This method has been used by Pan and Ruiz (Pan and Ruiz, 2012) as a perturbation method in their IGA. In this work, the destruction and construction procedure is also used as a perturbation method. It is illustrated in Figure 5, where d is the number of removed jobs, reflecting the perturbation strength, while πR is a pool for the removed jobs, and the first job in this pool is denoted by πR(1). In the work of Pan and Ruiz (Pan and Ruiz, 2012), d is set to 8, which is the value used here. After perturbation, the global variable idx is set to zero.

Figure 3: Pseudo code of the swap local search.

\begin{verbatim}
Swap_LS(π)
1. {
2.   Set πseq = π, cnt = 0;
3.   Set global variable idx = 0;
4.   while(cnt < n)
5.     {
6.       Find j, where π(j) = πseq(idx + 1);
7.       Swap π(j) with the jobs earlier
8.       in the sequence, and let π be
9.       the best generated solution;
10.      if(C' < C)
11.         cnt = 1, π = π';
12.      else
13.         cnt + +;
14.      idx = (idx + 1) mod n;
15.   }
16.      if(Cπ < Cπseq)
17.        π = π, flag = true;
18.     return π;
19. }
\end{verbatim}

Figure 4: Pseudo code of the insertion perturbation method.

\begin{verbatim}
Insertion_Perturb(π)
1. {
2.   Randomly select a job in π and remove
3.   it from the sequence; Insert the job into
4.   any randomly chosen position (except
5.   in its original position j);
3.   Set idx = j mod n, πseq = π;
4.   return π;
5. }
\end{verbatim}

\begin{verbatim}
Destruct_Construct(π, d)
1. {
2.   Define πR, i = 0;
3.   while(i < d)
4.     {
5.       Delete a job from π randomly, and
6.       add the job to the end of πR;
7.     }
8.   while(i > 0)
9.     {
10.      Insert πR(1) back to π to the posi-
11.      tion where the new partial solution
12.      π is optimized;
13.      Delete πR(1) from πR, set i = i − 1;
14.     }
15.   Set idx = 0;
16.   return π;
17. }
\end{verbatim}

Figure 5: Pseudo code of the destruction and construction perturbation method.
3.4 Framework of the proposed Enhanced ILS

The framework of the full EILS is illustrated in Figure 6, where $\pi^*$ denotes the best solution during the search, $pool$ indicates a set of elite solutions which is empty at the start.

```
1. Define global variable $\pi^*$, flag and idx;
2. Generate an initial solution $\pi$; Set pool = $\emptyset$;
3. while (termination criterion is not satisfied) {
   4.   flag = false;
   5.   $\pi$ = Insertion_LS($\pi$);
   6.   $\pi$ = Swap_LS($\pi$);
   7.   if (flag)
   8.      Set pool = $\emptyset$;
   9.   if ($\pi$ $\neq$ pool)
   10.  Add $\pi$ to pool;
   11.  else
   12.     Delete the worst solution in pool;
   13.     if ($\pi$ $<$ pool size)
   14.        $\pi$ = $\pi^*$;
   15.     else
   16.         Randomly choose one solution from $\pi$;
   17.         Perturb $\pi$ to generate a new $\pi$;
   18.     pool as $\pi$;
   19.   End if
   20. }
21. Output $\pi^*$ and stop.
```

In literature, there are usually two termination criteria: a maximum number of iterations and limited computational time. In this work, the latter is applied on line 3 in order to more easily compare the EILS with other algorithms. The insertion local search and swap local search are used sequentially in line 6 and line 7. If the best solution $\pi^*$ is improved during the local search, the elite solution set $pool$ is emptied; otherwise, the local optimum $\pi$ is added to $pool$ as an elite solution if it is not in $pool$ yet, and the worst solution in $pool$ is erased if the size of $pool$ is larger than its limitation $pool\_size$. In this way, the parameter $pool\_size$ is set to 5 as the value is found most effective in Dong et al. (Dong et al., 2013), though it is quite robust. This pooling strategy is drawn from Dong et al. (Dong et al., 2013).

If $pool$ is not full, the best solution found so far, $\pi^*$, is chosen to generate a new start solution $\pi$ by the specified perturbation method. While $pool$ is full, a solution is randomly chosen from $pool$ and perturbed by the specified perturbation method to generate a new start solution $\pi$. A version of EILS is implemented for both insertion perturbation and destruction and construction perturbation, denoted by EILS-INS and EILS-DC, respectively. If the insertion perturbation is used and the swap local search (line 7) is removed, EILS is the same as MRSILS (Dong et al., 2013), except for the adjustment in the search sequence. In order to inspect the effect of the adjusted search sequence, this version of EILS is denoted by EILS-NoSwap and compared with MRSILS in the next section.

EILS is similar to a variable neighborhood search algorithm; however, in a variable neighborhood search algorithm, the search is restarted from the first neighborhood when the best solution found so far is improved (Lourenço et al., 2010). Regardless of whether the best solution found so far is improved with local search in EILS, the algorithm will continue into the perturbation stage.

4 COMPUTATIONAL RESULTS

In this section, EILS is compared with three state of the art metaheuristics, MRSILS by Dong et al. (Dong et al., 2013) and two of the four algorithms by Pan and Ruiz (Pan and Ruiz, 2012). These are some of the best available metaheuristics for this version of the PFSP, producing the highest quality solutions available.

MRSILS by Dong et al. (Dong et al., 2013) performs better than the ILS algorithm developed by Dong et al. (Dong et al., 2009), the discrete differential evolution algorithm and the iterated greedy algorithm by Pan et al. (Pan et al., 2008), the hybrid genetic algorithm by Zhang et al. (Zhang et al., 2009), and the discrete artificial bee colony and discrete differential evolution algorithms by Tasgetiren et al. (Tasgetiren et al., 2011).

Pan and Ruiz present four local search based algorithms, one based on the idea of iterated local search (denoted as PR-ILS) and another on iterated greedy algorithm (denoted as PR-IGA), with each extended to a population-based algorithm. PR-ILS and PR-IGA perform better than the population-based versions, as well as 12 other powerful metaheuristics published in recent years. In this work, PR-ILS and PR-IGA are re-implemented with the same parameters as used by Pan and Ruiz and compared with EILS. The local search procedure used in PR-ILS and PR-IGA is insertion-based, with a computational complexity of at least $O(n^3m)$.

Each algorithm is implemented in C++, running on a PC with an Intel Core2 Duo processor (2.99 GHz) with 2G main memory. Though the com-
Table 1: Comparison in ARPD for MRSILS, PR-ILS, PR-IGA, EILS-NoSwap, EILS_INS and EILS_DC (0.004 × n³ × m ms CPU time).

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>MRSILS</th>
<th>PR-ILS</th>
<th>PR-IGA</th>
<th>EILS_NoSwap</th>
<th>EILS_INS</th>
<th>EILS_DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.004</td>
<td>0.006</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.339</td>
<td>0.411</td>
<td>0.373</td>
<td>0.342</td>
<td>0.298</td>
<td>0.303</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.495</td>
<td>0.467</td>
<td>0.436</td>
<td>0.337</td>
<td>0.407</td>
<td>0.391</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>0.284</td>
<td>0.378</td>
<td>0.375</td>
<td>0.314</td>
<td>0.405</td>
<td>0.241</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.328</td>
<td>0.410</td>
<td>0.340</td>
<td>0.350</td>
<td>0.218</td>
<td>0.242</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.464</td>
<td>0.443</td>
<td>0.513</td>
<td>0.473</td>
<td>0.346</td>
<td>0.523</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>0.484</td>
<td>0.540</td>
<td>0.560</td>
<td>0.558</td>
<td>0.387</td>
<td>0.515</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td>0.267</td>
<td>0.295</td>
<td>0.289</td>
<td>0.264</td>
<td>0.230</td>
<td>0.246</td>
</tr>
</tbody>
</table>

Table 2: Comparison in ARPD for MRSILS, PR-ILS, PR-IGA, EILS-NoSwap, EILS_INS and EILS_DC (0.012 × n³ × m ms CPU time).

<table>
<thead>
<tr>
<th>n</th>
<th>m</th>
<th>MRSILS</th>
<th>PR-ILS</th>
<th>PR-IGA</th>
<th>EILS_NoSwap</th>
<th>EILS_INS</th>
<th>EILS_DC</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5</td>
<td>0.007</td>
<td>0</td>
<td>0</td>
<td>0.007</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.002</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>0.203</td>
<td>0.255</td>
<td>0.233</td>
<td>0.211</td>
<td>0.128</td>
<td>0.139</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>0.240</td>
<td>0.354</td>
<td>0.383</td>
<td>0.329</td>
<td>0.259</td>
<td>0.212</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>0.209</td>
<td>0.258</td>
<td>0.281</td>
<td>0.176</td>
<td>0.251</td>
<td>0.168</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>0.179</td>
<td>0.291</td>
<td>0.191</td>
<td>0.131</td>
<td>0.031</td>
<td>0.073</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>0.234</td>
<td>0.308</td>
<td>0.330</td>
<td>0.183</td>
<td>0.123</td>
<td>0.203</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>0.289</td>
<td>0.161</td>
<td>0.259</td>
<td>0.153</td>
<td>0.239</td>
<td>0.188</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td>0.151</td>
<td>0.179</td>
<td>0.186</td>
<td>0.132</td>
<td>0.115</td>
<td>0.109</td>
</tr>
</tbody>
</table>

The computer has two processors, only one is used in the experiments, as no parallel programming technique has been applied. In order to show the performance with increased CPU time, the CPU time is limited to \(t \times n^3 \times m\) milliseconds, where \(t\) equals 0.004, 0.012 and 0.02, respectively.

The benchmark instances used for analysis are taken from Taillard (Taillard, 1993), with 120 instances evenly distributed among 12 different sizes. The scale of these problems varies from 20 jobs and 5 machines to 500 jobs and 20 machines. In the literature, most metaheuristics are tested on the first 90 benchmark instances (Pan et al., 2008; Tseng and Lin, 2009; Tseng and Lin, 2010; Zhang et al., 2009; Tasgetiren et al., 2011; Dong et al., 2009; Dong et al., 2013), as the largest instances with 200 and 500 jobs are too time consuming. This study also uses the first 90 instances. For each algorithm, five independent runs are performed on each benchmark instance and the best solution among the five runs is recorded. The relative percentage deviation (RPD) is calculated as:

\[
RPD = \frac{(F - F_{best})}{F_{best}} \times 100
\]

where \(F\) is the result found by the algorithm being evaluated and \(F_{best}\) is the best result provided by Dong et al. (Dong et al., 2013), and it is obtained by running the MRSILS ten independent times with an extended time period of \(0.4 \times n \times m\) seconds for each instance and the best among these ten runs is chosen as the result.

The average RPD (ARPD) for each combination of \(n\) and \(m\) and the ARPD for all 90 instances are presented in Table 1 - 3. These tables show that on average EILS-INS and EILS-DC perform the best, with EILS-NoSwap, MRSILS, PR-ILS and PR-IGA following in that order.

Compared with MRSILS, EILS-NoSwap only differs in that it has an adjusted search sequence, which can avoid cycling. From the experimental results, EILS-NoSwap performs slightly better than MRSILS on average, showing the effectiveness of the adjustment. However, the difference is not significant. EILS-INS builds on EILS-NoSwap with the addition of the swap local search. On average, the ARPD is lower for EILS-INS, indicating that this local search has considerable benefit. While several researchers have reported that the swap local search is not better than the insertion local search (Tasgetiren et al., 2011; Dong et al., 2013), this experiment shows that it is more effective when the two are combined to expand the search space.

EILS-INS performs slightly better than EILS-DC...
with the shortest and longest computational times, while EILS-DC is slightly better with a CPU time of $0.012 \times n^3 \times m$ ms. This indicates that the more complex destruction and construction perturbation method is not necessarily better than the simpler insertion perturbation method. The average RPDs for PR-ILS and PR-IGA confirm this, with PR-IGA performing slightly better than PR-ILS when computational time is more limited, while it performs slightly worse when the time is extended. For the most part, this is in accordance with Pan and Ruiz (Pan and Ruiz, 2012), where the authors show that PR-IGA performs slightly better than PR-ILS, but not significantly.

5 CONCLUSIONS

In this paper, an enhanced iterated local search framework is proposed to solve the permutation flow shop scheduling problem minimizing total flow time, an intensively studied combinatorial optimization problem. In EILS, two commonly used local search methods, insertion local search and swap local search, are used. Further, two different perturbation methods are applied. EILS searches the solution space intensively near a group of elite solutions. Compared with some sophisticated metaheuristics, EILS is simple and easy to implement.

Comparisons on Taillard’s benchmarks show that both EILS versions, EILS-INS and EILS-DC, are significantly better than three state-of-the-art algorithms. The improved performance is mainly due to the combined use of the two neighborhood searches. In the literature, several researchers have reported that the swap local search is not better than the insertion local search, and so only the insertion local search is used. This work shows that the joint use of insertion and swap local search results in a more powerful local search. Applying this combined strategy to other metaheuristics may be beneficial, while it may also be helpful with other combinatorial problems. This work indicates that the local search-based algorithm deserves deeper study.
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