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Abstract: Evaluation of the solutions for the tasks or projects solved by students is a complex process driven mainly by the subjective evaluation criteria of a given teacher. Each teacher is somehow biased meaning how strict she is in assessing grades to solutions. Besides the teacher’s bias there are also some other factors contributing to grading, for example, teachers can make mistakes, the grading scale is too rough-grained or too fine-grained, etc. Grades are often provided together with teacher’s textual evaluations which are considered to be more expressive as a single number. Such textual evaluations, however, should be consistent with grades, meaning that if two solutions have very similar textual evaluations their grades should be also very similar. Though, some inconsistencies between textual evaluations and grades provided by the teacher used to arise, especially, when a teacher has to assess a large number of solutions, or if more than one teacher is involved in the evaluation process. We propose a simple approach for detection of inconsistencies between textual evaluations and grades in this paper. Experiments are provided on two real-world datasets collected from the teaching process at our university.

1 INTRODUCTION

The way how a teacher grades students’ tasks or projects is a complex process depending on the teacher’s subjective evaluation criteria. However, teachers are usually not provided with standards for grading, only some district or school policies offer some guidance for teachers (Banta et al., 2009; Walvoord and Anderson, 2009). Moreover, in many cases, an evaluation has to be done on a fine-grained scale (e.g. from 0 to 100) facilitating a teacher to grade two very similar or even equal solutions slightly differently. On the other hand, a roughly grained grading scale (e.g. from 1 to 5) often forces the teacher to under-evaluate or over-evaluate student works because the grading scale does not allow her to give a rating in between some certain two values. What difference does it really make if the grade is 2- or 3+ instead of 2 or 3, respectively (Carell and West, 2010)? Evaluation is a highly inconsistent process. Teachers have various types of evaluation and assessment criteria they give different values to and weight them differently (Suskie, 2009; Rockoff and Speroni, 2010).

Grading also tends to reduce students interest in the learning itself. Students tend to lose interest in whatever they have to do, instead they are rather focused to get a grade (Kohn, 1999). Results of some research demonstrated that “grade orientation” and “learning orientation” are inversely related, and that grading also tends to reduce students preferences for challenging tasks what affects the quality of students thinking (Beck et al., 1991; Milton et al., 1986; Milton, 2009).

In many cases, grading are provided together with a textual evaluation, a kind of a review, i.e. teacher’s comments or complains to solutions. We think that a textual comment represents a more precise and expressive evaluation as a single number (a grade) because the teacher has the ability to express her attitude to the given solution in a more detailed view. However, textual evaluation is basically considered just as a feedback for the students and as a justification for the grading. In official reports, the final mark is used, though.

There is one important issue which should be taken into account here, namely, that textual evaluations should be consistent with the grades. It means that if the teacher provides very similar reviews for two solutions, the corresponding grades should be also very similar. This is especially important when there are more teachers evaluating students’ solutions for the same lecture/topic since each teacher is somehow biased, i.e. some of them evaluate very strictly,
some of them are more friendly, etc. The problem of biases is well-known in recommender systems, especially in rating prediction (Koren et al., 2009). Real data shows\(^1\) that there is a variance in rating biases w.r.t. the opinions expressed in product reviews even in case of a single user. i.e. a user overrates some items relative to the opinions/sentiments provided in her textual reviews for these items, while in the case of other items it is the opposite.

We were motivated in this work by a real example from one course at our university. The “Programming, Algorithms and Complexity” lecture is provided by one lecturer, however, the tutorials are realized by five assistants, each of them leading one group\(^2\) of about 15-20 students. It is important that there are no two solutions with the same or very similar textual evaluations but quite different grades.

This work focuses on finding such inconsistencies in teachers’ gradings according to their textual evaluations. The resulting set of inconsistent grade assessments can then be used to unify the evaluation process within a large course taught by more teachers, or in cases when one teacher has to evaluate a large number of solutions. The contributions of this work are the following:

- We introduce a formal model for the problem of inconsistency detection in teachers’ evaluations. To the best of our knowledge, this work is the first one devoted to this problem.
- We propose a simple approach to detect inconsistent evaluations utilizing TF-IDF, a well-known technique from information retrieval. We illustrate the complete process of inconsistency detection on two real-world datasets, both collected from our colleagues at our university.

2 INCONSISTENT EVALUATIONS

In our formal model, we define a task as a triple \(t = (\sigma, \pi, \xi)\), where \(\sigma, \pi, \xi\) refer to student, problem to be solved, and the provided solution for the given problem by the given student, respectively.

Teacher’s evaluation is represented as a quadruple \(e = (\tau, t, \theta, \gamma)\) where \(\tau\) refers to teacher, \(t\) refers to task as defined above, and \(\theta, \gamma\) refer to the textual evaluation and grade, respectively, assigned by the given teacher to the given task. The textual evaluation \(\theta = (w_1, w_2, \ldots, w_k)\) is basically a sequence of words (terms) in the same order as they appear in the text, while \(\gamma \in \mathbb{Q}\) is some rational\(^3\) number. From now on, we will call textual evaluations as reviews.

Information collected about the concrete entities of \(\sigma, \pi, \xi\) or \(\tau\) are not necessary for inconsistency detection (see the proposed approach below), however, it is good to have these information captured in our model to be able to derive some additional facts, such as, which teachers are the highest inconsistency among, which problems to be solved cause high inconsistencies between evaluators, etc.

The set of evaluations, the input for our inconsistency detection approach introduced here, is denoted as \(E = \{e_1, \ldots, e_n\}\).

The set \(I\) of inconsistent evaluations contains those pairs of evaluations for which the textual parts (the reviews) are similar but the grades differ.

\[
I = \{ (e_i, e_j) \mid \text{sim}(\theta_i, \theta_j) \geq \delta, \ |\delta(f(\gamma_i, \gamma_j) \geq \epsilon) \}
\]

where \text{sim}(\theta_i, \theta_j)\) is a similarity of the reviews \(\theta_i \in e_i\) and \(\theta_j \in e_j\), and \(\delta(f(\gamma_i, \gamma_j)\) denotes the difference in grades \(\gamma_i \in e_i\) and \(\gamma_j \in e_j\).

2.1 Similarity of Textual Evaluations

In order to compute the similarity of reviews, first we need to represent these reviews in an appropriate way. For this purpose we use the TF-IDF function (Spärck Jones, 1972; Robertson, 2004; Wu et al., 2008) that stands for term frequency-inverse document frequency. TF-IDF is often used in information retrieval and text mining (Ramos, 2003) for measuring how important a word is related to a review in a collection of reviews. TF-IDF is the product of two statistics, term frequency and inverse document frequency.

In the case of term frequency \(TF(w, \theta)\) is simply defined as the proportion of the raw frequency of the term \(w\) in the review \(\theta\) and the maximal frequency of any term \(w'\) in the review \(\theta\):

\[
TF(w, \theta) = \frac{freq(w, \theta)}{\max\{freq(w', \theta) \mid w' \in \theta\}} \quad (2)
\]

The inverse document frequency is a measure of whether the term \(w\) is common across all the reviews and is defined as the ratio of the number of all reviews to the number of reviews containing the term \(w\):

\[
IDF(w, \theta^0) = \frac{|\theta^0|}{|\{\theta^0' \in \theta^0 \mid w \in \theta^0'\}|} \quad (3)
\]

Grades are often representing percentages or some ratios of acquired points related to the maximum number of points. Thus, it is natural to consider rational numbers.

\(^1\)E.g. Amazon Product Review Data (Jindal and Liu, 2008), \url{http://liu.cs.uic.edu/download/data/}

\(^2\)Student groups are organized according to the capacities of computer rooms and the programming skills of students.

\(^3\)Grades are often representing percentages or some ratios of acquired points related to the maximum number of points.
where $\mathcal{E}^0 = \{ \theta \mid \theta \in \theta_r, \theta_r \in \mathcal{E} \}$ is the set of (textual) reviews appearing in the evaluations in $\mathcal{E}$.

Each review $\theta \in \mathcal{E}^0$ is represented as an $m$-dimensional vector of TF-IDF scores $\theta_{\text{TF-IDF}} = (\text{TF-IDF}(w_1, \theta, \mathcal{E}^0), \ldots, \text{TF-IDF}(w_m, \theta, \mathcal{E}^0))$, where $w_1, \ldots, w_m \in \mathcal{W} = \{ w \in \theta \mid \theta \in \mathcal{E}^0 \}$ are all the terms appearing in all the reviews, and the TF-IDF score is calculated as:

$$\text{TF-IDF}(w, \theta, \mathcal{E}^0) = \text{TF}(w, \theta) \cdot \text{IDF}(w, \mathcal{E}^0)$$  \hspace{1cm} (4)

Since, each review $\theta$ is represented as an $m$-dimensional vector $\theta_{\text{TF-IDF}}$, we define the similarity of two reviews $\theta_i, \theta_j$ as their cosine similarity (Tan et al., 2005), a well-known vector similarity measure

$$\text{sim}(\theta_i, \theta_j) = \frac{\sum_{l=1}^{m} \theta_{\text{TF-IDF}}^i_l \cdot \theta_{\text{TF-IDF}}^j_l}{\sqrt{\sum_{l=1}^{m} \theta_{\text{TF-IDF}}^{i,l}^2 \cdot \sum_{l=1}^{m} \theta_{\text{TF-IDF}}^{j,l}^2}}$$  \hspace{1cm} (5)

### 2.2 Difference of Grades

When computing the difference between two grades $\gamma_i$ and $\gamma_j$, we have to take into account also the size of the grading scale which is an interval $[\gamma_{\text{min}}, \gamma_{\text{max}}] \subset \mathbb{Q}$ of grades with $\gamma_{\text{min}}, \gamma_{\text{max}}$ being the minimal and maximal possible grades, respectively. The difference of two grades $\gamma_i$ and $\gamma_j \in [\gamma_{\text{min}}, \gamma_{\text{max}}]$ is computed as

$$\text{dif}(\gamma_i, \gamma_j) = \frac{|\gamma_i - \gamma_j|}{\gamma_{\text{max}} - \gamma_{\text{min}}}$$  \hspace{1cm} (6)

### 2.3 Inconsistency Detection

Before introducing the algorithm, similarly to $\mathcal{E}^0$, we define the set $\mathcal{E}' = \{ \gamma_i \mid \gamma_i \in \gamma_r, \gamma_r \in \mathcal{E} \}$ of grades appearing in the evaluations in $\mathcal{E}$. The above defined set $I$ of inconsistent evaluations can be computed by the following algorithm:

**Algorithm 1: Inconsistency detection.**

**Input:** $\mathcal{E}, \mathcal{E}^0, \mathcal{E}', \varepsilon, \delta$

**Output:** $I$

for $i = 1$ to $n - 1$

for $j = i + 1$ to $n$

$\text{sim}_{\text{reviews}} \leftarrow \text{sim}(\theta_i, \theta_j), \theta_i, \theta_j \in \mathcal{E}^0$

$\text{dif}_{\text{grades}} \leftarrow \text{dif}(\gamma_i, \gamma_j), \gamma_i, \gamma_j \in \mathcal{E}'$

if $\text{sim}_{\text{reviews}} \geq \varepsilon$ and $\text{dif}_{\text{grades}} \geq \delta$

$I \leftarrow I \cup \{(\theta_i, \theta_j)\}$

end if

end for

end for

return $I$

### 3 EXPERIMENTS

We have used two real-world datasets, the first labeled “PAC” 4 and the second labeled “PALMA”. Both datasets contain the following information about evaluations: studentID, taskID, teacherID, grade, review. For our experiments, however, we used only the following tuples: (ID, grade, review), where ID is a unique identifier created from studentID, taskID and teacherID. The main characteristics of the datasets are described in table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Students</th>
<th>#Tasks</th>
<th>#Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAC</td>
<td>82</td>
<td>18</td>
<td>174</td>
</tr>
<tr>
<td>PALMA</td>
<td>141</td>
<td>154</td>
<td>1501</td>
</tr>
</tbody>
</table>

First, we computed similarity of reviews using the TF-IDF measure as defined in the equation (4). This technique has also filtered “unusable” and “rarely used” words in reviews which we could omit from the consideration making the computation faster. In the next step we computed the set of inconsistent pairs of evaluations according to the algorithm 1.

The results shown in figures 1 and 2 refer to the number of inconsistent evaluations found in the data for different $\varepsilon$ and $\delta$. Since the PAC dataset is smaller, naturally we have found less inconsistencies than in the case of the PALMA dataset in which there are 8 pairs of evaluations (|I| = 8) where the evaluated tasks are the same and the textual reviews for these tasks are equal ($\varepsilon = 1$ but their numerical evaluations (grades) differ with more than 30% ($\delta = 0.3$).

![Figure 1: Results for inconsistency detection for various $\varepsilon$ and $\delta$ in the PAC dataset.](image-url)

The choice of the concrete values for $\delta$ and $\varepsilon$ for our algorithm depends on the individual requirements.

---

4Collected from the “Programming Algorithms Complexity” course at the Institute of Computer Science at Pavol Jozef Šafárik University during the years 2010–2012.

5Collected from the “PALMA junior” programming competition organized by the Institute of Computer Science at Pavol Jozef Šafárik University during the years 2005–2012.
4 CONCLUSIONS

Teachers should evaluate students’ solutions consistently, however, this is not always the case. We proposed a simple and easy to implement solution for detecting inconsistencies in the evaluation process when the textual review of two solutions provided for the same task are very similar but the numerical grades differ. Since, to the best of our knowledge, our work is the first dealing with this issue, we also introduced a formal model of the inconsistency detection problem. Experiments on two real-world datasets show that even in a small scale we can find inconsistent evaluations.

We provided our findings to the colleagues who provided us with the datasets as well as to some of our other colleagues at our university. Positive feedbacks from these teachers show that the introduced approach for evaluation inconsistency detection is helpful in the teaching process and worth further investigation.

Our further research will focus on the relationship between assessment methods and the learning outcomes of students, as well as the investigation of utilizing different feature extraction methods (Petz et al., 2012; Holzinger et al., 2012) in our approach.
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