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Abstract: Classifying cancer samples from gene expression data is one of the central problems in current systems 
biomedicine. The problem is challenging due to the small number of samples in comparison to the number 
of genes (mRNAs) in a typical microarray experiment. Recent reports suggest that feature selection may 
help to manage the problem. Furthermore, microRNA expression profiles have shown to provide valuable 
knowledge in detecting cancer signatures. In this study, we present the results of a comprehensive study to 
assess the effect of feature selection and microRNA-mRNA data integration in cancer type prediction from 
microarray expression data. We prove that this integration can significantly improve prediction accuracy 
with a proper feature selection strategy. 

1 INTRODUCTION 

One of the most challenging issues in current data 
analysis science is so-called "small n, large p" 
paradigm, where n is the number of samples and p is 
the number of features in present data to be 
analyzed. To address this issue, three main strategies 
come into prominence in the literature; feature 
selection, data integration and probabilistic 
modelling. Feature selection is proper removal of a 
set of features which have probably no or less 
putative effect on inference. In this approach, the p 
is simply reduced by selecting a pretty small subset 
of all features (Saeys et al., 2007). Data integration 
(or fusion) is defined as exploiting multiple sources 
of data which may help to improve final decision 
made. This integration may appear in several ways 
such as using additional measurements (samples) or 
considering other factors which may have 
complementary effects on the original features 
(Huopaniemi et al., 2010); (Ogul and Akkaya, 
2011). Probabilistic modelling approach is built over 
a Bayesian assumption for inference. The methods 
in this category encode and manipulate probability 
distributions to model the uncertainty over high-
dimensional spaces (West, 2003); (Klami and Kaski, 
2008). 

In current systems biomedicine, an important 
problem is to diagnose the type of a tumor from a 

given diseased tissue sample. A tissue sample is 
usually accompanied with a set of mRNA expression 
profiles obtained from microarray experiments. 
Since each cancer type distinctively alters the 
regulatory behaviours of some related genes, these 
profile sets have a strong potential to identify tumor 
types. In this set, each tissue sample is represented 
by a fixed number of expression values which 
correspond to the activities of all known genes in the 
genome. The problem then turns out to be a pattern 
classification task where a vector of gene expression 
values is required to be assigned to one of the known 
classes of cancer. Since the number of these samples 
are often too less in comparison with the number of 
all genes, "small n large p" problem frustratingly 
appears here. In the last decade, various machine 
learning techniques have been used to improve the 
prediction accuracy of cancer classifiers 
(Ramaswamy et al., 2001); (Su et al., 2001); (Su et 
al., 2003); (Peng et al., 2003); (Lin et al., 2006); (Xu 
et al., 2007); (Peng et al., 2009); (Liu and Xu, 2009). 
While there have been these developments in 
machine learning site, we have witnessed a drastic 
shift in understanding of gene regulation in 
biosciences. It has been proven that some tiny 
molecules, called microRNAs, have additional 
complementary or pivotal effects on gene regulatory 
networks. It is now evidently known that they take 
important roles in regulation of thousands of gene in 
post-transcriptional level (Bartel, 2004). Some 
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recent studies have shown that the knowledge of 
microRNA expression changes alone is very 
promising in classifying cancer types (Lu et al., 
2005); (Xua et al., 2009); (Chan et al., 2011).  

In this study, we attempt to integrate the 
knowledge of microRNA regulation and the benefits 
of data fusion and feature selection strategies to 
overcome "small n large p" problem in the task of 
cancer classification from expression data. To this 
end, we deploy five well-known machine learning 
algorithms with five distinct feature selection criteria 
for multi-category cancer classification. According 
to the experimental results on a common benchmark 
set, the integration of mRNA and microRNA 
expression data can remarkably improve the 
prediction accuracy of cancer classifiers provided 
that a proper feature selection strategy is employed. 
To the authors’ knowledge, the best accuracy ever is 
reported on a benchmark dataset. 

2 MATERIALS AND METHODS 

2.1 Classification 

The main problem is to assign an unknown tissue 
sample to one of the given cancer categories 
including normal type. Several machine learning 
algorithms exist for multi-category classification in 
the literature. Considering their common use in 
systems biology and reported success in other 
domains, we choose five among these algorithms 
and evaluate their classification performance on 
selected datasets: C4.5 Decision Tree (DT), Artifical 
Neural Networks (ANN), Support Vector Machines 
(SVM), Naïve Bayes multinomial classifier (NBM), 
and K-Nearest Neighbors (KNN). A brief summary 
and comparison of these methods can be found in 
Caruana and Niculescu-Mizil (2006). For their 
detailed descriptions, the author is referred to Bishop 
(2006). 

2.2 Feature Selection 

Feature selection is the task of creating a reduced 
and possibly more informative subset of all features 
over whole samples of given data. It is proven to be 
a critical need for mRNA data to get accurate and 
trustworthy tumor classification results (Guyon et 
al., 2002); (Cai et al., 2007). We assessed several 
methods for feature selection in terms of their 
previous performances on similar problems and 
chosen five among these algorithms: SVM attribute 
selection, Information Gain based attribute selection, 

Gain Ratio based attribute selection, chi-squared 
test-based feature selection and CFS subset attribute 
selection (Saeys et al., 2007); (Guyon et al., 2002); 
(Hall, 1998). All feature selection methods were run 
using their default parameters in Weka, the machine 
learning tool that we used in our experiments (Hall 
et al., 2009). 

2.3 Data Sets 

We use mRNA and microRNA expression profiles 
from paired samples of normal and diseased tissues 
with different cancer types: colon, pancreas, kidney, 
bladder, prostate, ovary, uterus, lung, meso, mela 
and breast. Individual and integrated mRNA and 
microRNA datasets are organized as follows: 

mRNA  expression profiles dataset: This is a 
subset of GCM (Global Cancer Map) mRNA 
dataset provided by Ramaswamy et al. ( 2001). It 
contains 89 samples with the expression profiles of 
16,063 genes from 11 classes of tumors and some 
normal samples for each tissue. All the normal 
tissue samples were grouped in a single 
“normal” class. 

miRNA  expression profiles dataset: Lu et al. 
(2005) used a bead-based flow cytometric miRNA 
expression profiling method to present a systematic 
expression analysis of 217 mammalian miRNAs 
from the same samples as Ramaswamy et al. 
used. We use a subset of this miRNA dataset 
containing the same 89 samples as mRNA 
expression profiles dataset with 217 miRNAs. 

miRNA & mRNA  expression profiles dataset: 
This is the combination set of miRNA expression 
profiles dataset and mRNA expression profiles 
dataset with 16,280 features in total.  

2.4 Experimental Setup 

We performed 90 experiments by compiling five 
classifiers on three datasets with their original and 
reduced versions that are result of the five feature 
selection methods mentioned above. In the 
experiments, we used LOOCV (Leave-one-out cross 
validation) technique to test the accuracies of the 
classifiers on selected datasets. It is well known that 
this validation technique gives the most realistic 
accuracy results for “small n, large p” experiments. 
These kinds of experiments can result with over 
fitting if a proper and sufficient validation on 
training is not performed. The accuracy is simply 
defined as the percentage of correctly classified 
samples. 

Peng et al. (2009) performed a similar multi-
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cancer classification study with the same datasets 
over the same experimental setup. By using 
LOOCV, they reported realistic and reproducible 
comparisons with previous studies. According to 
their results, they mainly argued that microRNA 
information alone is not sufficient to classify many 
types of cancer but the mRNA information alone is, 
whereas Lu et al. (2005) argued the opposite. Peng 
et al. supports the need of effective feature 
selection/reduction on the data used and successfully 
demonstrate the classifier performance with mRNA 
profile is superior to that with microRNA profile.  In 
our study we suggest that neither the claim of Lu et 
al. (2005) nor Peng et al. (2009) is wrong but 
inadequate. Both microRNA and mRNA 
information is very valuable for tumor classification. 
It is also scientifically proven that they are related to 
each other. Based upon this fact we suggest that, by 
effective fusion of these data and optimized use of 
machine learning algorithms and feature selection 
methods, it is possible to achieve better prediction 
accuracy for multi-class tumor classification 
problems. 

Since the machine learning classifiers are usually 
very sensitive to the initial parameter sets defined, 
we used some greedy optimization algorithms and 
user assisted methods to find better parameter 
combinations for the classifiers that work with 
different parameter options. This parameter selection 
is applied for KNN, ANN and SVM, while the 
default parameters set in Weka is compiled for C4.5 
and NBM.  

We propose a winner-score based system to 

evaluate the general discriminative ability of 
microRNA-mRNA data integration. For each pair of 
classification and selection method, we noted the 
best accuracy among three datasets (sole miRNA, 
sole mRNA or their combination). At each run, we 
incremented the related score for winning data set to 
get a general winner-score, such that the maximum 
score would be 30. Overall evaluation of this scoring 
scheme is expected to show literally if the fusion of 
these two biological data can lead to better multi-
tumor classification results or not, in general. 

3 RESULTS 

Experimental results are shown in Table 1. We first 
evaluated the classification performances of 
miRNA, mRNA and the fusion set without feature 
selection with five selected algorithms. The results 
indicate that the classification performances with 
sole microRNA data are all better than the others 
with sole mRNA data as it was mentioned by Lu et 
al. (2005). However, the fusion set even performed 
slightly better for some classifiers (C4.5 decision 
trees and SVM). 

Next, we performed the same tests with five 
feature selection methods applied on all three 
datasets. The results we got support the findings by 
Peng et al. (2009), i.e. feature-selected mRNA data 
mostly yields better accuracy than microRNA data. 
Nevertheless, combined dataset got a winner-score 
of 26 (out of 30), showing that it outperformed both 

Table 1: LOOCV accuracy comparison results of the multi-cancer classification experiments performed. 

Feature selection 
method 

Dataset (with number of selected 
features fed to classifier) 

LOOCV accuracy (%) with different 
classifiers 

Winner-scores of single and 
combined datasets 

KNN ANN DT NBM SVM mRNA miRNA miRNA&mRNA 

No Attribute 
Selection 

mRNA (16063 features) 60,7 23,6 38,2 55,1 75,3 
0/5 3/5 2/5 miRNA (217 features) 68,5 83,1 51,7 75,3 77,5 

miRNA & mRNA (16280 features) 60,7 23,6 52,8 57,3 77,5 

SVM Attribute 
Selection 

mRNA (100) 88,8 95,5 41,6 85,4 92,1 
0/5 0/5 5/5 miRNA (100) 73,0 86,5 46,1 75,3 82,0 

miRNA & mRNA (100) 92,1 96,6 70,8 91,0 93,3 
Information Gain 
Attribute 
Selection 

mRNA (365) 80,9 89,9 53,9 75,3 84,3 
1/5 0/5 4/5 miRNA (76) 73,0 83,1 40,4 70,8 82,0 

miRNA & mRNA (441) 85,4 88,8 67,4 87,6 88,8 
Gain Ratio 
Attribute 
Selection 

mRNA (<365) 80,9 89,9 55,1 75,3 84,3 
0/5 0/5 5/5 miRNA (<76) 76,4 85,4 40,4 70,8 84,3 

miRNA & mRNA (<441) 87,6 92,1 67,4 87,6 88,8 
Chi-Squared 
Attribute 
Selection 

mRNA (<365) 80,9 89,9 56,2 77,5 84,3 
0/5 0/5 5/5 miRNA (76) 73,0 83,1 40,4 70,8 82,0 

miRNA & mRNA (<=441) 85,4 89,9 69,7 87,6 88,8 
CFS Subset 
Attribute 
Selection 

mRNA (90) 88,8 93,3 55,1 84,3 91,0 
0/5 0/5 5/5 miRNA (18) 68,5 74,2 55,1 46,1 71,9 

miRNA & mRNA (91) 88,8 93,3 67,4 89,9 93,3 
TOTAL SCORE 1/30 3/30 26/30 
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sole microRNA and sole mRNA datasets in general. 
When we examined the results, we also noticed that 
every selection method we used tends to chose a 
mixture of features as best features from both 
miRNA and mRNA but never from only one. 

The best classification accuracy we obtained is 
96.6% (ANN with SVM Attribute selection). This 
result is better than the best LOOCV performance on 
the same dataset in the literature, which was reported 
as 95.8% by Peng et al. (2009). LOOCV accuracy 
comparison of multi-class classification using the 
GCM datasets is given in Table 2. In addition to 
performance comparison of the datasets, we 
compared the performances of the classifiers on 
these experiments. According to the results ANN 
performed best followed by SVM. But SVM have a 
larger optimization capacity and much faster training 
performance so they can yield better accuracies in 
our future work. 

Table 2: Comparison with other results (LOOCV accuracy 
of cancer classification on GCM datasets). 

Studies Accuracy (%) 

Ramaswamy et al., 2001 78.0 

Su et al., 2003 81.3 

Peng et al., 2003 85.2 

Lin et al., 2006 84.3 

Liu and Xu, 2009 91.8 

Peng et al., 2009 95.8 

This study 96.6 

4 CONCLUSION AND FUTURE 
WORK 

We evaluate to what extend the integration of 
microRNA and mRNA expression data can improve 
the prediction accuracy of multi-category cancer 
classifiers. Based on the results of a rigorous 
experimental study, we have shown that with proper 
feature selection strategies, the integration of 
microRNA and mRNA data by feature-level fusion 
can significantly improve the prediction 
performance and provide better classification 
accuracy than single use of mRNA and microRNA 
data. 

Later on this study, we will continue to optimize 
the feature selection and classification methods for 
better accuracy. We will also be working with 
different datasets comprising paired microRNA and 
mRNA expression profiles over diseased samples. 
We will especially focus on predicting subtypes of 

vital cancers. Another future direction is to compare 
the performance of potential knowledge-driven 
feature selection methods with data-driven methods 
used here. We aim to come up with an integrated 
hybrid solution for cancer classification and provide 
a web server for the use of biomedical researcher 
working in this domain. 
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