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Abstract: In this paper, we present a cooperative multi-person tracking system between external fixed-view wall mounted
cameras and a mobile robot. The proposed system fuses visual detections from the external cameras and laser
based detections from a mobile robot, in a centralized manner, employing a “tracking-by-detection” approach
within a Particle Filtering scheme. The enhanced multi-person tracker’s ability to track targets in the surveilled
area distinctively is demonstrated through quantitative experiments.

1 INTRODUCTION through cooperation. To the best of our knowledge
this cooperative framework has not been addressed in
Automated multi-person detection and tracking are the literature.
indispensable in video-surveillance, robotic and sim- -
ilar systems. Unfortunately, automated multi-person e Ly
perception is very challenging due to variations in hu- AT
man appearance. These challenges are further am-
plified in robotic platforms due to mobility, limited
Field-Of-View (FOV) of on-board sensors, and lim-
ited on-board computational resources. Relatively
successful multi-person perception systems have been
reported in classical video-surveillance frameworks
that rely on visual sensors fixed in the environ- Figure 1: Perceptual platform; static cameras (with rough
ment (Hu et al., 2004). Even though these systems Positions and fields of view) and Rackham.
benefit from global perception from wall-mounted ) ) )
cameras, they are still susceptible to occlusions and ~ This paper is structured as follows: architecture of
dead-spots. To circumvent these shortcomings, we the cooperative system is presented in section 2. Sec-
propose a cooperative multi-person perception systemt'o_” 3 descrlb_es the different detection qualltle_s that
consisting of a mobile robot and two wall-mounted drive th(_a multi-person tracker (presente_d in se_ct|on 4).
fixed-view cameras. This system benefits from the Evaluations and r_esults are prgsentgd in section 5 fol-
global perception of the wall-mounted cameras and lowed by concluding remarks in section 6.
additionally, from the mobile platform which pro-
vides local perception, a means for action, and as it
can move around, the ability to cover dead spotsand2 ARCHITECTURE
possibly alleviate occlusions resulting in enhanced
perception capabilities. Similar systems have been Our cooperative framework is made up of a mobile
proposed in (Chia et al., 2009) and (Chakravarty robot and two fixed view wall-mounted RGB flea2
and Jarvis, 2009). Contrary to both works, our pro- cameras (figure 1). The cameras have a maximum res-
posal fuses cooperative information in a centralized olution of 640x480 pixels and are connected to a dual-
manner. The proposed system has the ability to core Intel Centrino Laptopia a fire-wire cable. The
complement local perception with global perception robot, called Rackham, is an iRobot B21r mobile plat-
and vice-versa, enhancing each individual approachform. It has various sensors, of which its SICK Laser
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Range Finder (LRF) is utilized in this work. Commu- Histogram of Oriented Gradients (HOG) based per-
nication between the mobile robot and the computer son detection (Dalal and Triggs, 2005) is used. This
hosting the cameras is accomplished through a wi-fi method makes no assumption of any sort about the
connection. scene or the state of the camera (mobile or static). It
DETECTION ——> TRACKING ———» detects persons in each frame using HOG features.
Both detections are projected to yield ground posi-
tions, (x,y)c with associated color appearance infor-

-
b A : mation in_the_ form of HSV histograms (Pérez et al.,
(Orgbm oo Mu-Person Tracking 2002), of individuals in the area.

“ﬁ HOG based Person
Flea2 RGB Detection
meras (wall moun
comeras fnall mountedt 4 MULTI-PERSON TRACKING
F_igure 2: Multi-person detection and tracking system block
diagram. Multi-person tracking in our context, is concerned

. . . with the problem of tracking a variable number of
Figure 2 shows block diagram of the envisaged o 5qns “possibly interacting, in the ground plane.
multi-person perceptual system. It has to main The jiterature in multi-target tracking contains differ-
parts. The first part deals with automated multi- o approaches but when it comes to tracking mul-
person detection. The second part is dedicated fortiple interacting targets of varying number (Khan
multi-person tracking. It takes all detections as in- o o 2005) has clearly shown that Reversible
put and fuses them in a Particle Filtering framework. Jump,Markov Chain Monte Carlo - Particle Filters
Each of these parts are discussed in detail in SUbse'(RJMCMC-PFs) are more appealing taking perfor-
quent sections. It is worth mentioning here that the ..o ang computational requirements into consid-
entire system is calibratgd vyith_ respect to.aglobal ref- aration. Inspired by this, we have used RIMCMC-
erence framg. Both the intrinsic and extr|ns_|c param- pp adapted to our cooperative perceptual strategy, for
eters of ;he fixed cameras are known and in addition multi-person tracking driven by the various heteroge-
the mobile robot has localization module that local- oqus detectors. The actual detectors are: the LRE
izes its pose with respect to the reference frame usingp o qaq person detector, the foreground segmentation
laser scan segments. (detection) and HOG based detections from each wall
mounted camera. Implementations choices crucial to
any RIMCMC-PF are briefly discussed below.
3 MULTI-PERSON DETECTION

State Space: the state vector of a persarin hy-
The perceptual functionalities of the entire system are pothesisn at timet is a vector encapsulating the id
based on various detections. The detection modulesand (x,y) position of an individual on the ground
are responsible for automatically detecting persons in plane with respect to a defined coordinate baker-
the area. Different person detection modalities are uti- {1d, XMy} ’
lized depending on the data provided by each sensor. © "t

] ] ) ] Proposal Moves: RJIJMCMC-PF accounts for the
Leg Detection with LRF:  the LRF provides hori-  yariability of the tracked targets by defining a variable
zontal depth scans with a 1BEOV and 05° reso-  dimension state space. Proposal moves propose a spe-
lution at a height of 38mabove the ground. Person cific move on each iteration to guide this variable state
detection, hence, follows by segmenting leg patterns gpace exploration. In our implementation, four sets of
within the scan. In our implementation a set of ge- proposal movesm = {Add, Updat e,Renove, Swap},
ome_tric propert_ies characteristic to human legs and gre ysed. The choice of the proposals privileged in
outlined in (Xavier et al., 2005) are used. each iteration is determined iy, the jump move

distribution. These values are determined empir-

Person Detection from Wall Mounted Cameras: ically and are set t0{0.15,0.8,0.02,0.03} respec-
to detect persons using the wall mounted cameras,tively. Equation 1 shows computation of the accep-
two different modes are used. First, a foreground tance ratio,, of a proposaX* at thent" iteration.
segmentation using a simpleA background subtrac- It makes use of the jump move distributiap,; pro-
tion technique (Manzanera, 2007) is used. The mo- posal move distributionQm(), associated with each
bile robot is masked out of the foreground images us- move; the observation likelihoodi(X"); and the in-
ing its position from its localization module. Second, teraction modeltV(X").
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tracked person identity and penalize fitting of two
trackers on the same object during interaction. A
Markov Random Field (MRF), similar to (Khan et al.,

2005), is adopted to address this.

| ( OC) Qe (41X ) om0 (X7)
B=min| 1,
s

Interaction model (W(.)): is used to maintain
(xtn_l) Qm <X*|th_l> qml_p (xtn_l) )
wherem € {Add, Updat e,Renove, Swap} andm* de-
notes the reverse operatidjpdat e andSwap moves
are self reversible. Observation Likelihood (11(.)): the observation

Add: the add move, randomly selects a detected per_likelihood, in equation 1, is derived from all detec-
son,Xp, from the pool of provided detections and ap- tor outputs except the laser for which blobs formed
pends its state vector o'~ resulting in a proposal 7o the raw laser range data, denotedpasre con-
stateX*. The proposal density driving theld pro- sidered. If the specific proposal move is Eptat e
posal QAdd(X*Ith_l) is then computed according or Swap move, a Bhattacharyya likelihood measure is
to eql,Jation 2. ' also incorporated. Each detection is represented as

a Gaussiany( (.), centered on the detection. Rep-
resenting the measurement information at titrees
z, the observation likelihood of theh particleX" at
timet is computed as shown in equation 4.

Qadd (X*\th_l) =

Ng N R

;kd. >« (xp;zﬁj,z) A 2km Yy A (Xpi %o, T)
=1 =1 n
' | @ TSRO0 @

whered represents the set of detectors, namely: from Te(X") = { Pizl Mes® ™ gtheTV\l,Jiziat € or Swap

laser (), fixed camera 1q;), and fixed camera Z{); = ’

d € {l,c1,c2}, Ny the total number of detections in T (X7) = 1 (X -1

each detectoky is a weighting term for each detector ) M £ de (412) ’[Z-kd

such thaty kg = 1, N is the number of targets in the 1 N

MAP, andkn is a normalization constant. When anew m(x|z') = N Zlf?\( (x:4'},%)

person is added, its appearance is cross-checked with y

the appearance of persons that have been tracked for _
re-identification. Above, B; represents the Bhattacharyya distance

computed between the appearance histogram of a pro-
posed targei in particle X" and the target model in
each camera. M represents the number of targets
in the particle, and\y the total number of detections

in each detection modalitgt, d = {lp,c1,c2}, in this

Remove: this move randomly selects a tracked person
xp from the particle being considered *, and re-
moves it, proposing a news staté. Contrary to the
add move, the proposal density usedl when comput-
. . o .
e e o skt G558 NCling he messuresfom e laser i

’ is a weight assigned to each detection modality tak-

persons masked by a map derived from the detected. hei : . id . d
passers-by. ing their respective accuracy into consideration an

represents the position of targen the ground plane.
QRemove(x*‘xtnil) =

(1—;&.% (xp;;‘%j,a).(kmim (xp;xul‘j,a) 5 EVALUATIONSAND RESULTS
(3)

Updat e: here, the state vector of a randomly cho-
sen passer-by is perturbed by a zero mean nor-
mal distribution.  The update proposal density,

To evaluate the performance of our RIMCMC-PF
multi-person tracker, three sequences acquired using
Rackham and the wall mounted cameras are used.
CupoudX T 1. 1sa ol disibuion i the -2 e %008 1813 e s s seam
position of the newly updated target as mean. frames each and consist of two and three targets con-
Swap: the swap move handles the possibility of id secutively. Sequence Ill is 186 frames long contain-
switches amongst near or interacting targets. Whening four targets moving in the vicinity of the robot.
this move is selected, the ids of the two nearest The evaluation is carried out using the CLEAR MOT
tracked persons are swapped and a new hypotkésis metrics (Bernardin and Stiefelnagen, 2008), Multi-
is proposed. The acceptance ratio is computed similarple Object Tracking Accuracy (MOTA) and Precision
to theUpdat e move. (MOTP). To clearly observe the advantages of each
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Table 1: Multi-person tracking evaluation results.

Laser-only Fixed Cameras only Cooperative
Sequence
MOTP MOTA MOTP MOTA MOTP MOTA

u o u o u o u o
| 15.62 2.34 041 0.05 1980 0.14 0.79 0.03 17.01 187 0.8430.0
I 19.90 166 0.27 0.07 2279 135 0.70 0.05 17.73 050 0.7930.
1 2194 175 0.20 0.07 2844 160 0.46 0.07 21.30 1.34 0.54040

sensor modality, the evaluation is carried out by do-

ing the tracking using (1) laser-only information, (2)

vision-only data from the two wall mounted cameras,

and finally (3) laser and the two cameras coopera-

tively. A hand labeled ground truth witt,y) ground

positions and unique id for each person is used in the

evaluation. Each sequence is run eight times to ac-

count for the stochastic nature of the filter. Results

are reported as mean value and associated standard ~——

deviationin table 1. _
The results presented in table 1 clearly attest the @ ()

improvements in perception brought by the cooper- Figure 3: Multi-person tracking illustrations taken froex s

ative fusion of laser and wall mounted camera per- quence Il at a) frame 60, and b) frame 94.The top row im-

cept. The cooperative system consisting of laser andages show camera streams and the bottom shows the ground

two wall mounted cameras exhibit an MOTA aBa1 floor with tracked persons’ trajectories superimposed

when tracking two targets,. 93 for three targets.

These results clearly indicate the enhanced perfor-out wide FOV and straightforward (re)-initialization

mance of this system. Sample tracking sequencesability. The presented results are a clear indication of

from sequence Il are shown in figuré. 3Evidently, the framework’s notable tracking performance.
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